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Abstract

The conditional sampling model, introduced by Canonne, Ron and Servedio (SODA 2014,
SIAM J. Comput. 2015) and independently by Chakraborty, Fischer, Goldhirsh and Matsliah
(ITCS 2013, STAM J. Comput. 2016), is a common framework for a number of studies concern-
ing strengthened models of distribution testing. A core task in these investigations is that of
estimating the mass of individual elements. The above mentioned works, and the improvement
of Kumar, Meel and Pote (AISTATS 2025), provided polylogarithmic algorithms for this task.

In this work we shatter the polylogarithmic barrier, and provide an estimator for the mass
of individual elements that uses only O(loglog N) + O(poly(1/e)) conditional samples. We
complement this result with an Q(loglog N) lower bound.

We then show that our mass estimator provides an improvement (and in some cases a
unifying framework) for a number of related tasks, such as testing by learning of any label-
invariant property, and distance estimation between two (unknown) distributions. In light of
some known lower bounds for common restricted models, our results imply that the full power
of the conditional model is indeed required for the doubly-logarithmic upper bound.

Finally, we exponentially improve the previous lower bound on testing by learning of label-
invariant properties from double-logarithmic to ©(log V) conditional samples, whereas our test-
ing by learning algorithm provides an upper bound of O(poly(1/¢) - log N loglog N).
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1 Introduction

The property testing framework [GGR98, RS96| deals with approximate decision making in situ-
ations where the input data cannot be read in its entirety. Instead, the algorithm is only allowed
to read a very small fraction of the data and deduce some global property based on the observed
information.

A well-investigated area of property testing focuses on examining the properties of distributions.
In this context, the algorithm can access independent samples from a discrete distribution over
{1,..., N}, and must determine whether to accept or reject the input based on these samples.
Specifically, the algorithm receives a parameter € > 0 and is required to accept any input that meets
the property to be tested (with high probability), while rejecting any input that is e-far (in terms of
total variation) from any distribution that fulfills the property (again, with high probability). This
model was explicitly defined in [BFRT00, BFFT01, GR11| and has garnered considerable attention
over the past few decades.

Somewhat unsurprisingly, a typical sample complexity for distribution testing algorithms is 6(N %)
for some constant § < 1. Even for testing whether a distribution is uniform, one of the most basic and
simple distribution properties, a tight bound of ©@(v/N /e?) is known [Pan08, GR11]. When studying
distributions supported over extremely large domains, this sample complexity effectively makes
testing intractable. To circumvent this problem, several competing approaches were considered.

The first approach involves restricting the class of input distributions (e.g., restricting the input
distribution to be monotone |[RS09] or a product distribution [CDKS17, DDK19]). The second
approach considers a model equipped with a more relaxed distance metric (usually coupled with
an even weaker query model), such as the Huge Object Model [GR23, CFG'23, AF24, AFL24b,
CFG™24|, which uses the earth-mover distance metric (as defined in those works). The third
approach, which is the main focus of this work, investigates stronger query models.

One of the earliest models suggested to tackle the scaling problem is the conditional sampling
model. This model was introduced independently by Chakraborty, Fischer, Goldhirsh, and Mat-
sliah [CFGM16], and Canonne, Ron, and Servedio [CRS15]. The conditional model allows more
general queries: namely, the algorithm may specify an arbitrary subset of the domain and request
a sample from the distribution conditioned on it belonging to the subset. In many cases, the condi-
tional sampling model circumvents sample-complexity lower bounds. Since its introduction, there
has been significant study into the complexity of testing a number of properties of distributions under
conditional samples, in both adaptive and non-adaptive settings [Can20, FJO*15, ACK18, BCG19,
BC18, KT19, FLV19]. Beyond distribution testing, this model of conditional sampling has found
applications in sublinear algorithms [GTZ17], group testing [ACK15], and crowdsourcing [GTZ18].

In this work we concentrate on a core task that is useful to many investigations of distribution testing.
Consider a task that, given z € {1,..., N}, attempts to provide a multiplicative approximation of
the probability of drawing x according to the input distribution p, denoted by p(x). It was first
described as the evaluation oracle in [RS09]. If we are able to do it efficiently for all but a small
probability set of the possible elements, then we can solve other tasks. Algorithms that simulate
the multiplicative estimation task appear in [CRS15] and in [CFGM16]. Both works independently
define an implementation with poly(log(N), 1/¢) sample-complexity of the evaluation oracle and
use it to show their results (equivalence testing in [CRS15|, a universal tester for label-invariant



properties in [CFGM16]). Our main contribution is a radically improved algorithm for this task,
that uses only log(log(N)) many samples, with a polynomial dependency on e and an additional
approximation parameter that we de-couple from ¢ and specify later.

As an example application, consider the task of distance estimation in the conditional sampling
model. In this task the algorithm receives (conditional) sampling access to two unknown distribu-
tions p and 7 supported over {1,..., N}, and is required to estimate their total-variation distance
within an additive error parameter. In the standard sampling model, tight bounds of ©(N/log N)
are known even for estimating the distance from uniformity [VV11, VV10a, VV10b].

When considering the conditional sampling model, one can do much better. In [CRS15, MKP25],
an algorithm using O(poly(log N)/poly(g)) conditional samples was established. Later, [FJOT15]
improved the complexity in the easier task of equivalence testing, which is distinguishing between
zero distance and a distance greater than the approximation parameter, to O(loglog N/e), and
|[CCK24| obtained a corresponding lower bound of Q(loglog N).

In this paper we apply our improved distribution approximator to drastically improve the upper
bound for estimating the distance between two unknown distributions using conditional samples
to O(loglog N/e? + 1/7) - polylog(¢~!). Based on our core approximator, we also improve the
polynomial e-factors of [FJOT15] and eliminate the polynomial triple-logarithmic N-factors. We
also use this enahnced estimation module to approximate the histogram of an unknown distribution,
being optimal up to poly-double-logarithmic N-factors and polynomial e-factors, and use it to obtain
a universal tester for every label-invariant property at this cost.

To complement the picture, we show that there exists a label-invariant property that requires
Q(log N/e) samples to test, which implies that the above-mentioned universal tester is optimal up
to polynomial double logarithmic N-factors and polynomial e-factors. We also show that the core
approximation task in itself is nearly optimal in its number of samples.

1.1 Summary of our results

Table of results The following table summarizes our results, except for the two lower bounds
marked by “(%)” which are due to [CCK24|. The following paragraphs provide more details. In
the estimation task of p(z), a correct output (with high probability) is guaranteed for every z in
some set G C ) satisfying u(G) > 1 — ¢. This task has two sample-complexity upper bounds: the
first holds for every x in the domain of y (even if it does not belong to G), and the second is the
expected sample complexity when z is unconditionally drawn from pu.

Task Lower Bound Upper Bound
all = O(loglog N) + O(=- + %)

c

x~p  Ologlog N) + O(E%) - polylog(c™t,e71)

Estimate (1 £ ¢)u(z) Q(loglog N)

p=7vs. dry(u,7) > ¢ | (¥) Qoglog N) O bgl%gN + E%) - polyloge~!
Estimate dpv(u,7) £¢ | (%) Q(loglog N) O (logi‘#]v + a%) - polylog e~ !
Learn histogram of p Q(log N/e) .

Label-invariant Q(log N/e) O(1/€") - log N loglog N
universal tester (worst property)




Single-element mass estimation This is our core contribution. We use a new approach to
show a tight upper bound for estimating the mass of a given element within (1 + ¢)-factor in
the fully conditional (adaptive) model, where the mass of the set of eligible elements is at least
1 — ¢ for a second approximation parameter ¢ (all prior works implicitly set ¢ = O(e), which is
sufficient for most applications). The old approaches (for example descending the tree of dyadic
intervals as in [CFGM16]) all have poly-logarithmic factors, which are unavoidable since they are
also implementable in more restricted conditional models (such as interval conditioning [CRS15] and
subcube conditioning [BC18|) in which equivalence testing is known to be poly-logarithmic hard.

Theorem 1.1 (Informal statement of Theorem 4.1). Let p be a distribution over Q = {1,..., N}
that is accessible through the fully conditional oracle, and let €,¢ > 0 be the given approximation
parameters. There exists a set G C Q of mass u(G) > 1 — ¢ such that for every x € G, we can
algorithmically estimate p(x) within (1 & €)-factor with probability 2/3. The sample complexity is
bounded by O(loglog N) + 0 (i + 8%) If x is drawn from u, then the expected sample complexity
is only O(loglog N) + O (54) -poly(logc™t, loge™).

The “O(loglog N)” part comes from a binary search performed over a range of size O(log N). By a
reduction from a binary search problem back to an estimation task, we also show that this part of
the bound is tight (even if we only need to estimate a “typical” element from its support).

Theorem 1.2 (Informal statement of Theorem 10.22). There exists € > 0, so that every algorithm,
that can with probability at least 2/3 estimate the probability mass of an element drawn (uncon-
ditionally) from p within (1 £ €)-multiplicative factor, must draw at least Q(loglog N) conditional
samples in expectation.

We leverage Theorem 1.1 to obtain the following upper-bound results.

Equivalence e-testing We improve the state-of-the-art upper bound of [FJOT15] that uses
O(loglog N/e%) for e-testing equivalence of two distributions over {1,..., N} in the fully condi-
tional sampling model. We provide two asymptotical speedups: first, the 1/e°-factor becomes
additive rather than multiplicative, whereas loglog N is only multiplied by 1/e. This is an &%-
speedup over the previous best for N that is large enough with respect to €. Second, we remove the

poly-triple-logarithmic factors over N, leaving a clean O(loglog N) dependency on the domain size.

Theorem 1.3 (Almost-tight upper bound for equivalence testing). Let p, 7 be two distributions
over Q@ ={1,...,N} and e > 0. There exists an algorithm for distinguishing between the case where
w = 7 and the case where dry(u,7) > ¢, using O((loglog N/e + 1/€%) - poly(loge™1)) conditional
samples.

Distance estimation between two distributions We show an almost-tight upper bound for
estimating the total variation distance between two distributions over {1,..., N} in the fully condi-
tional model. The surprising aspect of this result is the almost-tight gap between the lower bound of
the equivalence testing problem and the upper bound of the (harder) distance estimation problem.
Having only a small gap depending on the domain size between testing and estimation tasks is
relatively uncommon, and in various models there exist examples for polynomial gaps (for example,
uniformity in the sampling model [Pan08, VV10a, VV11]), and even examples for constant-cost tests
with non-constant cost corresponding estimation tasks (for example, [FF06] in the string model,
later improved in [BEFLR20]).



Theorem 1.4 (Almost-tight upper bound for distance estimation). Let p, 7 be two distributions
over @ ={1,...,N} ande > 0. There exists an algorithm for estimating drv (p, T) within e-additive
error using O((loglog N/e? +1/¢7) - poly(loge™!)) conditional samples.

Since the distance estimation task cannot be easier than equivalence testing, whose lower bound
is Q(loglog N) [CCK24|, this upper bound for distance estimation is optimal, up to poly-triple-
logarithmic factors of NV and polynomial e-factors.

Learning the histogram of ¢ We show an upper bound for learning the histogram of a given
distribution p up to a threshold parameter € using a quasi-logarithmic in N number of conditional
samples. Since histogram learning directly implies testing of any label-invariant property without
additional samples, this improves over [CFGM16|, whose label-invariant tester only guarantees a
polylogarithmic upper bound. A nearly-matching lower bound for this task follows from specially
constructed label-invariant properties (see below).

Theorem 1.5 (Informal statement of Theorem 9.21). There exists an algorithm that approzimates
the histogram of an input distribution p with accuracy e, using O(1/¢7) -log N loglog N conditional
samples.

Theorem 1.6 (Informal statement of Corollary 10.52). For every sufficiently small € > 0, every
algorithm that approximates the histogram of its input distribution with accuracy € must draw at
least Q(log N/e) conditional samples.

Almost tight label-invariant testing The histogram learning algorithm immediately implies
a corresponding test for any label-invariant property: one can just perform the histogram approx-
imation up to a distance of /2, and then accept if and only if this histogram corresponds to a
distribution that is e/2-close to satisfying the property. We complement this with an existence
proof of label-invariant properties with a nearly matching lower bound on the number of required
samples, an exponential improvement over the (loglog N) bound recently shown in [CCK24]|.

Theorem 1.7 (Informal statement of Corollary 9.22). There exists a universal tester for e-testing
every label-invariant property using O(1/¢") -log N loglog N conditional samples.

Theorem 1.8 (Informal statement of Theorem 10.51). For every sufficiently small € > 0, there
exists a label-invariant property P such that every e-testing algorithm for P draws at least Q(log N/¢)
conditional samples.

1.2 Related work

Closely related to the distance estimation problem is the problem of equivalence testing, which asks
to determine whether two unknown distributions are equal or far from each other. In the stan-
dard sampling model, the sample complexity of the problem was pinned down to ©(N 2/3 / ed/3 4
VN /€2) [BFRT00, Val08, CDVV14]. In the conditional sampling model, Canonne Ron and Serve-
dio [CRS15] designed a testing algorithm with query complexity O(log® N/e*). This was later im-
proved to O(loglog N/e%) by [FJO*15], and complemented with an almost matching lower bound
of Q(loglog N) [CCK24]. That lower bound can be used for a relatively easy derivation of a

Q(loglog N) lower bound on the (c,¢)-estimation task for small enough ¢ > 0 and ¢ > 0, but
we directly prove a clean (loglog N') bound.



One interesting special case of the distance estimation problem is the case where one of the distribu-
tions is explicitly given to the algorithm. In this setting, [CRS15| showed that one can estimate the
distance to the known distribution using O(log® N/e°) conditional queries, which was later improved
by [Nar20] to O(1/e*). In contrast, in the standard sampling model, estimating the distance to the
uniform distribution requires at least Q(N/log N) samples [VV11, VV10a, VV10b].

A special type of conditional access which gained popularity in recent years is the subcube con-
ditioning model [BC18, CRS15|. In this model, the distributions are given over a product set
{0,1}", and the algorithm can query subcube subsets, which are sets of the form []!' ; D; where
D; € {0,1} for every 1 < i < n (note that here N = 2"). In this model, uniformity can be tested
using ©(y/n/e?) = © (y/Iog N/e?) samples [CCK*21], and the best-known test for equivalence is
O(n/e?) |AFL24a], with a lower bound of Q(n3/*/e + \/n/e?) [CDKS17]. Other properties studied
under the subcube conditional model include monotonicity [CCR25], and having a probability
density function supported on a low-dimensional subspace [CJLW21|.

A related line of work aims to circumvent the polynomial dependency in the domain’s size by
considering restricted classes of input distributions. Some of the cases studied are those where the
distribution is known to be monotone [RS09, CCR 25|, a low-degree Bayesian Network [CDKS17,
DP17, ABDK18|, a Markov Random Field [DDK19, GLP18, BBC™20|, or having a “histogram by
intervals” structure [DKP19]. Considering a distribution having a histogram structure, a learning
algorithm was given in [FLV19| under several sampling models (for such distributions there is little
difference between learning the histogram and learning the entire distribution).

2 Overview

2.1 Technical overview
The core result

Given a distribution p over Q = {1,...,N}, an element x € Q and two estimation parameters
g,c € (0,1), our task is to estimate p(x) within a (1 & €)-factor or to indicate that it is among the
smallest elements, whose cumulative mass is at most c. Note that if pu(z) = Q(c) then it can easily
be estimated directly using unconditional sampling, and therefore, this overview focuses on the case
where pu(x) = O(c) (with an appropriate hidden constant factor).

At top level, our algorithm looks for a reference set R whose probability mass (as an event) is both
comparable to p(z) (that is, Pr, [x|R U {z}] lies in a reasonable range, between two constants) and
estimable with high accuracy. This way we can arithmetically estimate p(z) using estimations of
Pr,[z|RU {x}] and p(R). For estimating Pr, [z|R U {z}], it should be possible to efficiently draw
samples from R U {z}. This can be directly done under the conditional model if we know R in
its entirety, but as we describe below there are ways around this problem when we do not have
complete access to R.

Our construction refers to two sets: the target set V,, which is a set that includes all elements
with mass smaller than p(z) and no element whose mass is significantly higher than u(x), and the
filter set A, which is the result of independently choosing every z €  with probability «. The
intersection V,, N A4, is a good reference set whenever the order of « is about the quotient of p(x)
and (V). The algorithm spends most of its effort on finding a good «. In fact, if a good « is



already given, then the rest of the algorithm can complete its estimation of p(x) using a number of
samples that does not depend on N at all.

The target set V, whose mass is Q(c) (for  whose cumulative mass is at least ¢ and for which
u(x) = O(c)), is estimable directly by virtue of having a high mass. Since it does not contain
elements much heavier than x, we can use a large deviation inequality to deduce that the mass of
Vz N A, is highly concentrated around au(Vy).

However, V, cannot be found explicitly. We can only construct a “membership-oracle” by comparing
the weight of potential elements to the weight of x using pair conditionals. In particular, V, is
probabilistic, but for any element y with strict demands (either lighter than z or much heavier
than z) there is a very small probability to misclassify the membership of y. For medium-weight
elements, which are only slightly heavier than z, our analysis embraces the probabilistic nature of
belonging to V.

Another problematic consequence of the oracle-membership implicit-construction of V. (and thereby
of R =1V, N A,) is the inability to use it as a condition, since we can only restrict to explicit sets.
Instead, we restrict to A, (whose construction uses internal randomness and no samples from ),
and use rejection-sampling to simulate the restriction to V, N A,. Since V, has a globally high
weight but contains no elements whose mass is too high, the relative weight of V, N A, as a subset
of A, is usually high as well. This allows a lazy construction of V., where we only query candidate
elements drawn from A, for belonging to V,,, instead of drawing V,, in its entirety in advance.

To find an « of the correct magnitude, we first observe that it suffices to consider powers of % that
lie between 1 and ﬁ. This observation reduces the search range to O(log N) possible choices.
To reduce the needed work to O(loglog N), we show a monotone estimable function of « that can
characterize the range of good as based on their respective values of this function. This allows
a binary search, but since the estimation of the function is probabilistic, we construct a binary
search scheme that allows the comparator to be wrong with small fixed probability. Our binary
search scheme removes the triple-logarithmic penalty required by the straight-forward approach of
amplifying the success probability of the comparator to the point that even a single error is unlikely

to occur during the binary search.

The result of the binary search is a ©(1)-approximation of the ideal choice of a. Referring to R
constructed using such an «, a simple arithmetical function of p(R)/u(R U {x}) (which can be
approximated by inspecting a sequence of samples from R U {z}) gives us the missing factor that
allows us to calculate the approximation of p(z). Our procedure uses the roughly-estimated «
to estimate this expectation within 1 £ O(e)-factor, which we then use to obtain a (1 %+ ¢)-factor
estimation of pu(z).

The applications

We present three applications of our core estimator. All of them are the result of plugging our
estimator (each time with different parameters and under different circumstances) into an algorithm
that achieves the corresponding task when it has some access to the actual values of the distribution
function pu.

For the task of histogram learning, knowing the exact value of p(x) for each x that was received as an
unconditional sample would have allowed us to just approximate the weight of each “bucket” B; that



contains all  of weight between (1 —¢)*~! and (1 — ¢)* (ignoring buckets with i > O(¢~!log N)).
From the bucket weights one can then write down a distribution that is an approximation of a
permutation of u, providing the histogram of u. Receiving only approximate values can cause some
“bucket shift” to (say) i £ 2, but the resulting error is not significant.

Estimating the distance between two distributions, for which element mass estimations are provided,
is generally achievable by (unconditionally) drawing elements from the distributions, and for each
drawn element examining the ratio of its masses according to the two distributions. To implement
this in the conditional sampling model, we plug in our estimator. Since we need to use it also for
elements which were not drawn from the distribution to be queried, this increases the dependency on
€ to one that follows from the “all 2”7 bound. However, when we only want to solve the equivalence
testing task, we show that we can still use the “z ~ ©” bound as long as both distributions are
identical to the same p, which allows us to automatically reject if the algorithm happens to require
more samples than that bound. For both tasks, the lower bound is that of [CCK24].

The lower bounds

The tight lower bound for the estimation task is essentially an ad-hoc reduction from the task
of finding an unknown value k, whose range of possible values has size O(log V), through binary
search. Such a value can be “encoded” by a uniform distribution over a subset of {1,..., N} whose
size is (14 0(1))27% - N, and then retrieved by successfully approximating the mass of any of the
support elements. Since the bottleneck of the upper bound algorithm is a binary search task as
well, this implies that a binary search task (in an appropriate range) is indeed a crucial component
of the estimation task.

The demonstration that the full conditional model is essential for a doubly logarithmic algorithm
follows from using the framework of some of our applications “in the other direction” a doubly
logarithmic solution to the estimation task in a weak model would have implied a solution to a
testing task that contradicts a known lower bound.

A label-invariant property with a logarithmic in N lower bound is constructed by encoding max-
imally hard to test linear codes as histograms, and proving that a test for such a code can be
converted to a classical string property test in this case.

2.2 Organization of the paper

Section 3 describes the sampling model and the notation scheme that we use throughout this
paper. Within it, Subsection 3.2 defines the quantities and constructed sets used for our algorithm.
Appendix A provides a concise table for these, for the reader’s convenience.

Sections 4 through 8 contain the proof of our core result. Appendix B provides a simplified chart
of the calling structure and dependencies between the various procedures defined in these sections.

Section 4 provides the top layer of the algorithm, which is the procedure Estimate-element.

Section 5 provides the implementation of the target test scheme (Target-test in Subsection 5.1), along
with a few algorithmic tools to assess the target sets, and specifically tools related to the quantity
Bz.a = u(R)/p(RU{x}): a“cheaper” Target-test-gross in Subsection 5.1, a virtualization of the target



set (Initialize-new-V,, V;-Query) in Subsection 5.2, Estimate-E[3; o] in Subsection 5.3, and Estimate-
Bz, in Subsection 5.4 (for a virtual single instance of V,). The estimator here, while satisfying
the optimal asymptotic guarantees, has an unrealistic numerical constant factor. In Appendix C
we show how to reduce this by adjusting the target test, at the cost of a small asymptotic penalty
which carries over to the estimator.

The following sections provide the three main components of the Estimate-element procedure:

Reference-estimation in Section 6, Find-good-a in Section 7 and Estimate-scaled-result (an esti-

mator for E [lf ”Z{:J) in Section 8. The estimator for E [%], whose precise definition is

Ea..v, [%}, uses the procedures for draws of V, and estimations of 3, , (for a provided

A,) of Section 5.

We provide the uncertain-comparator binary search used in Find-good-c, which is a probabilistic
variant of binary search that can use a comparator which is allowed to be wrong with a small fixed
probability, in Subsection 7.3.

In Section 9 we provide applications of our core result in the fully conditional model: in Subsection
9.2 we provide an almost-tight histogram learning algorithm, and as a corollary a universal e-testing
algorithm for label-invariant properties. In Subsection 9.3 we provide an almost tight e-estimation
for total-variation distance, and in Subsection 9.4 we provide an improved e-test for equivalence.
These applications use a trio of general-purpose application lemmas, Lemmas 9.10, 9.23 and 9.24.
In Appendix D we provide another lemma of this type, for which we hope to be useful in future
applications.

In Section 10 we provide lower bounds for the tasks discussed in this paper. In Subsection 10.1 we
prove the tight lower bound on the p(z) estimation task (as a function of N). Then, in Subsection
10.2 we provide quick lower bounds for this task under more restricted conditional models, mostly
derived from known lower bounds on equivalence testing in conjunction with interim algorithms
from Section 9. In Subsection 10.3 we construct a specific label-invariant property, for which we
prove an almost-tight testing lower bound.

The most technical (and mechanical) proofs across the paper are deferred to Appendix E (bounds
relevant to E[f; o] and E[f8; o/(1 — Bz.a)]) and Appendix F (miscellaneous ad-hoc proofs).

3 Preliminaries

3.1 Distribution access oracles and tasks

In this work we consider algorithms that access an input indirectly through oracles. In particular,
the complexity of our algorithms is measured in terms of the number of calls to the provided oracle.
In all oracles, the output distribution is determined by the distribution p and the arguments of the
call, and is completely independent of past calls and any other algorithmic behavior.

The following is the weakest oracle, the one allowed in the traditional distribution testing model.

Definition 3.1 (Sampling oracle). Let u be an input distribution over a set Q. The sampling oracle
for u has no additional input, and outputs an element x € €2 that distributes like p.

The following oracle corresponds to the algorithms that we analyze in this paper.



Definition 3.2 (Conditional sampling oracle). Let p be an input distribution over a set 2. The
conditional sampling oracle for p gets a set A C  as input, and outputs an element x € A that
distributes like © when conditioned on x belonging to A.

The above definition still leaves open the question as to what happens when a sample conditioned on
A is requested for a probability zero set A (two common variants are the oracle returning a special
error symbol [CRS15] or the oracle returning a value uniformly drawn from A [CFGM16]). Our
estimation algorithm is designed to never ask for such a sample, and hence works for all variants of
this model.

We next define some notions of distances and approximations.

Definition 3.3 (Total variation distance). Let p and 7 be two distributions over Q. Their total
variation distance is defined as

drvn ) S S )~ @l =Y () () = max (u(B) — 7(B))

ECQ
e ze€Q:p(z)>7(x)

Definition 3.4 (e-test). Let R be a metric space and let P be a closed set, which we call a property.
For an input element £ € R and a parameter € > 0, the goal of an e-test for P is to distinguish
between the case where z € P and the case where d(z,y) > ¢ for every y € P.

The following notion is a major building block in our algorithms.

Definition 3.5 (Saturation-aware estimator). Let f : [0,1] — [0, 1] be a non-decreasing monotone
function. An algorithm is an (e;py, pp, )-f-saturation-aware estimator of an unknown probability p
if the following hold:

o If f(p) < py, then with probability at least 2/3 the output is a special value Low.

o If py < f(p) < pm, then with probability at least 2/3 the output is either the special value
LOW or in the range (1 £ ¢)p.

e If f(p) > pm, then with probability at least 2/3 the output is in the range (1 + ¢)p.
We use “(€; pe, pm )-saturation-aware estimator” to denote the case where f is the identity function.

Usually, a test can distinguish between the first and the third cases, and an estimator can guarantee
the third part. The saturation-aware estimator also requires correctness in the “middle” case.

Recall that our main goal is to estimate the probability mass of individual elements. The exact mass
cannot be provided since it can be any value in the continuous range [0,1]. Moreover, the effort
needed to estimate the mass of an extremely rare element is unbounded. Hence, every estimation
algorithm must allow a small mass of elements whose probabilities cannot be approximated at all,
and in this paper these are characterized by the notion of the cumulative distribution function.

Definition 3.6 (Cumulative distribution function). Let u be a distribution over 2. The cumulative
distribution function of p is the function CDF, : @ — [0, 1] defined as CDF,(z) = Pry,[u(y) <
pu()].

Definition 3.7 (The (e, c)-estimation task). Let ¢ > 0 and ¢ > 0 be our parameters. For a

distribution p over a finite domain €2, let A be an algorithm that gets x € Q2 and outputs some p.
The goal is an (¢; 0, ¢)-CDF ,-saturation-aware estimation of pu(x).



Our main result is an algorithm that solves the estimation task, whose dependency on N is doubly-
logarithmic for fixed € and c. Note that in particular the set G = {x € Q : CDF () > ¢} has mass
strictly larger than 1 — ¢. We next describe a major application of our estimator.

Definition 3.8 (Histogram divergence Dy(-;-)). Let p and 7 be two distributions over €2, and let
S(£2) denote the set of all permutations over Q. The histogram divergence of p and 7 is defined as:

Dy (p;7) = min{e > 0: Wg}gi(%) mlil; u(z) ¢ (1 £e)r(m(x))] < e}

The following lemma, which we prove in Appendix F, states that distributions with low histogram
divergence are close up to a permutation of the labels.

Lemma 3.9. For every two distributions i, T over € there exists a permutation w over ) for which
drv(p, mm) < 2Du(p; 7).

Definition 3.10 (The e-histogram learning task). Let u be a distribution over Q. The e-histogram
learning task requires finding a distribution 7 for which Dy (pu;7) < e.

3.2 Paper-specific notations

To describe our estimation algorithm we need various ad-hoc notations. Most of them involve
x€Q,ce(0,1)and e € (0,1), and some additionally involve 0 < o < 1. We usually use short-form
notations ignoring ¢ and e, but never ignore x and «. See Appendix A for a concise table that
summarizes these notations.

Given z € Q for which we would like to assess u(x), our proofs rely heavily on a categorization of
Q\ {z} by masses.

Definition 3.11 (The three scale-sets with respect to z). Let x € . We divide the rest of the
domain Q according to their probability masses as compared to u(x) as follows:

e The z-light set is Ly = {y € Q\ {z} : u(y) < p(x)}.
e The z-medium set is M, = {y € Q: p(x) < p(y) < 1.2u(z)}.
e The z-heavy set is Hy = {y € Q: u(y) > 1.2u(x)}.

Distinguishing between L, -elements and H,-elements cannot be certain since it uses random sam-
ples. We require the probability to be very small. The affect of the target error on our algorithm’s
complexity is logarithmic.

Definition 3.12 (7., the target error). The target error is .. = min {%ce, #, m}.
We define the constraints of the categorization algorithm based on the target error.

Definition 3.13 (An (z,c,e)-target test). An algorithm 7 is an (z, ¢, € )-target-test if:

e The probability to accept y € 2\ {x} only depends on = and y (and ), and in particular is
independent of past executions.

e For every y € L,, the probability to accept y is greater than 1 — ...

e Lor every y € H,, the acceptance probability is less than 7.
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Definition 3.14 (An (z,c,¢)-target-test scheme). A mapping from every triplet (z,c,e) to an
(z,c,e)-target-test Ty ¢ is called an (x, ¢, €)-target-test scheme.

The target-test scheme is a crucial part in our proof, and can be implemented algorithmically.

Lemma 3.15 (Informal statement of Lemma 5.3). Procedure Target-test (Algorithm 3 in Section
5), with parameters (u, c,e;x,y), is an (x, ¢, €)-target-test scheme.

We prove this lemma in Section 5, right after the implementation of Target-test. Based on this
lemma, we have a canonical target-test for every triplet (x, ¢, ), and can omit the recurring param-
eter of “the specific (x, ¢, £)-test we refer to”, encapsulating it as a function.

Definition 3.16 (fy .., Target function). The target function f .. : Q\ {z} is the probability of
the (canonical) (x, ¢, e)-target-test to accept y.

The “ideal reference set” is defined similarly to the output of the target test, only here we do not
allow any error with respect to the “important” sets L, and H,.

Definition 3.17 (V. .., the target set). Let z € Q. The target set V.. C Q\ {z} is a random set
that contains L, is disjoint from H,, and contains every element y € M, with probability f, .(y),
independently.

We define two masses based on the expected mass of the target set corresponding to x, with or
without z itself. Both masses play a role.

Definition 3.18 (s;.., the scale mass). The scale mass with respect to = is denoted by $g.. =
E[u(Vaee)l = (L) + > enr, #(Y) foce(y). The expectation is over the choice of V; ¢ as a random
set.

Definition 3.19 (w; ., the weight of ). The weight of x is denoted by w, = p(z) + Sgc.c-

As mentioned in the technical overview, we also define a filter set that is randomly constructed
according to a parameter «. Since the filter set only depends on the internal coin-tosses of the
algorithm, we can fully characterize it and use it for drawing conditional samples. Our reference set
is the intersection of the target set and the filter set.

Definition 3.20 (A,, the a-filter set). Let 0 < a < 1. The a-filter set, A,, is a random set where
every element in ) belongs to A, with probability «, independently.

Definition 3.21 (V, ¢ «, the a-filtered target set). The a-filtered target set is denoted by V¢ .o =
V:v,c,s N Aa-

The next definition, 7, ., describes the “best” value of o with respect to x, ¢ and e, which our
algorithm looks for. The rest of the algorithm works by first finding a suitable o = O(Vz,c.¢)

Definition 3.22 (v, ., the goal magnitude). The goal magnitude of the filtering parameter « is
denoted by Yz ce = p(z)/ E[pn(Vace)]-

For a good «, the distribution of the following probability is concentrated around a value bounded
away from both 0 and 1.

Definition 3.23 (8., the filtered density). Let © € Q and 0 < o < 1. The filtered density of
,Uf(Vz,c,e,a)

x, with respect to the choices of V.. and Aq, is frceq = Pru[2|Vecea U {z}] = MOETIU R
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The algorithm first finds a good « by performing a binary search, where for values too close to 0
or 1 the expectation of 3, ¢ are in the “too low” and “too high” ranges respectively. A good «
allows us to complete our assessment of p(x) using Sy.cc.a-

Observation 3.24. For every 0 < a < 1, p(x) = aE[u(Vyce)]/ E [%}

Proof. For every fixed z,

H‘(Vz,c,s,a)
E [ Ba,cea ] —E w(@)+1(Va,cpe,a) —E [N(V%C,&a)} _ E[u(Viceao) aBE[u(Viee)] O
1

1 —_ M(Vx,c,s,a) X -
6@qaa ﬁ@j;ﬁﬁazggj N( )

p(x) p(x)

3.3 Technical lemmas

Definition 3.25 (Binomial distribution, Bin(n, p)). The distribution of the sum of n independent
trials with success probability p is denoted by Bin(n, p). Explicitly, Prgiy(, ) [k] = () k(1 —p)n=F,

Lemma 3.26 (Additive Chernoff bound). Let X ~ Bin(n,p). For everyt > 0, Pr[X —E[X] > {] <
e~2%/m gnd Pr[X — B[X] < —t] < e~2°/m,

Lemma 3.27 (Multiplicative Chernoff bound). Let X ~ Bin(n,p). For every 0 <r <1, Pr[X >
(14 7)E[X]] < e 5" X gnd Pr[X < (1 — r)E[X]] < e~3™ B,

Definition 3.28 (Geometric distribution, Geo(p)). The distribution of the number of independent
trials, each with success probability p, until the first success (including the successful trial itself) is
denoted by Geo(p). Explicitly, Prgeop)[k] = (1 — p)F~1p.

Lemma 3.29 (Well-known). Let X be a random variable that is geometrically distributed with

parameter p. Then E[X] = p~ !, Var[X] = lp%p, and E[eM] = % for A < —In(1 — p).

Observation 3.30 (Folklore). Let A, C Q be a random set such that, given «, every element
y € Q belongs to A, with probability py ., where p, o is non-decreasing monotone with respect to
o (but possibly not the same for different choices of y). Let f : 2% — R be a non-decreasing
monotone function (that is, U CV — f(U) < f(V)). In this setting, the mapping o — E[f(Aq)]
1s mon-decreasing monotone as well.

Observation 3.31 (Generic). Let f : 2% — [a,b] be a bounded function. Assume that Aq C S is
drawn such that every element y € U is drawn with probability py «, which is continuous with respect
to a parameter a (but possibly not the same for different choices of y). The mapping o — E[f(Aa)]
18 continuous.

Proof. Let ay < ao. Then:

L/ (o))~ EL (Ao )] < (g F0) = i S(0)) 3 Iy = ] < 6= @) 3 [ = e

yeQ yeQ

This expression tends to zero for ap — a1 since all p, s are continuous and a and b are fixed. [J
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Observation 3.32 (Median amplification). Let X be a random variable, and |a,b] be a range such
that Pr[X € [a,b]] > 2/3. We use “median-of-M” to denote the process of drawing M independent
samples of X and taking their median value. Then:

(a) Median-of-9 amplifies the probability of obtaining a value in [a,b] to 5/6.
(b) Median-of-13 amplifies it to 8/9.
(c) Median-of-A7 amplifies it to 99/100.
(d) Median-of- {30 In cil] amplifies it to 1 — %c for e < 1/3.
(e) Median-of- {30 In c_l] amplifies it to 1 — ic for ¢ < 1/150.
We prove Observation 3.32 in Appendix F.

Lemma 3.33. Letr > 0. For every distribution p, Eyx, [ L } < Ezup [m} = O(logr—1).

We+T

Proof. By definition, w, > CDF,(x) for every x € .

E[warr}gE[CDF#(x)%—r] = Z“(:”)'max{CDlFu(g;),r}

€
\_logQ'r*lJ
A 1] ot
< Pr[CDF,(z) <r]-—+ Y Pr[CDF,(z) <2772
T
t=0
1 LlogQT_lJ
< L =t ot
< v+ >t
t=0
L10g2r_1J
= 1+ Z 1=0(logr™1)
t=0

O
Due to the length of some expressions in our proofs, we use here the contribution notation introduced
in [AFL24b]:
Definition 3.34 (Contribution of X over B). Let X be a random variable and B be an event. We

denote the contribution of X over B by Ct[X|B] =) g Pr[z]- X(z) = Pr[B]E[X|B].

We quickly summarize some equalities of the contribution notation:
o CtlaX + pY|B] = a Ct[X|B] + B Ct[Y|B].
e If By N By = () then Ct[X|B; U By| = Ct[X|B] + Ct[X|Ba).
o If Pr[X =Y |B] =1 then E[X] — E[Y] = Ct[X — Y|-B].
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4 Our algorithm

Our upper-bound statements assume that € and ¢ are “sufficiently small”. More concretely, ¢ < %0
and ¢ < 1—16. The acronym “SP” appearing in some of the algorithms refers to “Success Probability”.

We state the main theorem of this paper, which refers to the correctness of the procedure Estimate-
element.

Theorem 4.1. For every individual x € Q, Algorithm 1 solves the (g,c)-estimation task with
expected sample complexity O(loglog N)+ O <log ?lc . (62(wlr+c) + 54(wi(f€5/51;2;6,1))> (the expectation

is over the random choices of the algorithm), where N = |Q| is the size of the domain of .

Corollary 4.2. The expected complexity of Algorithm 1 is O(loglog N)+O (log ?lc (sTlc + bgi%))
for the worst-case choice of © € €.

Proof. The worst case is trivially w, = 0. 0l

Corollary 4.3. The expected complexity of Algorithm I,lwhere x is the result of an unconditional
sample from p, is O(loglog N) + O (log L. (logg_l 4 log’ 5_1)).

€ el

wxl ¢ is bounded by O(log c~1) and the expected value

W is O(logf_l). O

Proof. By Lemma 3.33, the expected value of
of

The algorithmic demonstration of Theorem 4.1 (Algorithm 1 below) relies on three core subroutines,
whose interface is stated in the following lemmas.

The first lemma, proved in Section 6, provides an estimation of the expected mass of the target set.
Additionally, for the edge-case of elements with very high mass, it estimates this mass directly.

Lemma 4.4 (Reference-estimation). For every x € §, Algorithm 10 is a joint estimator of (ju(x), Sz)
which is:

o An (8; max {ﬁc, ﬁsx} , max {c, %sx}) -saturation-aware estimator for p(x).

o A (3e;max {4456, mgi()}, max {c, 1u(z)})-saturation-aware estimator for s,.
Its expected cost is O (log ?lc . m) samples.

The second lemma, proved in Section 7, provides us with a parameter « that would be usable for
comparing p(z) with the mass of the filtered target set V; 4.

Lemma 4.5 (Find-good-a). Assume that p(z) < tsy. The output of Algorithm 12 is a random
variable o for which, with probability 2/3, v, < a < 417,, at the cost of O(loglog N) samples at
worst case.

The third lemma, proved in Section 8, produces the relative estimation of the ratio of u(x) to the
expected mass of the filtered target set, provided we have started with a suitable « (essentially a
very rough approximation of the ratio between u(x) and the scale mass).

14



Lemma 4.6 (Estimate-scaled-result). Let 0 < a < 1 be an explicitly given input, and assume that
Yo < o < 507,. The output of Algorithm 14 is a random variable whose value, with probability 2/3,

. 5_.—1
is (1 £e/2)asy/u(x), at the expected cost of O (log 1. ﬁ%) samples.

At this point we provide Algorithm 1, and prove its correctness, which implies Theorem 4.1.

Algorithm 1: Procedure Estimate-element(pu, ¢, e; )
Input: z.
Output: p € {Low} U (1 £ ¢)u(z).
1. Let M <+ 13. For median amplification (Observation 3.32(b)).
2. For i from 1 to M:
(a) Let (ps, 8;) < Reference-estimation(u, ¢, €; ).

3. Set p < median(py,...,pyr) and § < median(sy, ..., Sy). SP: %
4. If p = LOW and § # LOW:
(a) For ¢ from 1 to M:
i. Let a; « Find-good-a(pu,c,e; ).
(b) Let av < median(ay, ..., anr). SP: &
(c¢) For For i from 1 to M:
i. Let b; « Estimate-scaled-result(p, ¢, ; x).
(d) Let b + median(by, ..., ba). SP: 8
() Set p < ad/b.
5. Return p. Total success probability: %

Proof of Theorem 4.1. For the definition of the (g, ¢)-estimation task with the required saturation-
awareness bounds py and py, let p; = ming({c} U {u(z) : wy >c}), and pr = max, {p(z) : wy < 555¢}
with a fallback of ps = %pl if this set is empty. Also, let G = {z : w, > ¢} D {CDF,(z) > ¢} be
the set of “good” xs.

1

For a given x, Algorithm 1 draws O (log log N + log X - (EQ(wl =+ 54(wlofi/61;g€—1))) samples in

expectation:

e O(1) calls to Reference-estimation (Lemma 4.4) at the expected cost of O <log 5% . 62(w1x+c)>.

e O(1) calls to Find-good-a (Lemma 4.5) at the cost of O(loglog N).

5 —
e O(1) calls to Estimate-scaled-result (Lemma 4.6), at total cost of O (logelc : 4(105‘16:)>
elw —
z logfs_1
in expectation.

Correctness (main case): assume that we obtain p, § where at least one of them is not Low, and
each of them which is not LOW is a (1+¢/3)-factor estimation of its goal (u(x) or s;). This happens
with probability at least 8/9 if x € G (wy > ¢).

If p is not LOW, then we just return it as a correct estimation. This happens with probability 8/9
if pu(x) > max{c, 15}
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If p is Low, then we have § = (1 £ ¢/3)s,. This happens with probability at least 8/9 if s, >
max{c, /(z)}, which is a superset of the constraint (z € G) A (u(z) < %s;). In this case, o is
correct with probability 8/9 and b is correct with probability 8/9 as well. Overall, with probability
2/3, we have § = (1 +¢/3)s, and b = (1 £ £/2)as,/pu(z), which means that Step 4e sets p =
(I1+e/3)(1te/2)u(z) = (1 £e)u(z) as desired.

Correctness (reject case): assume that we obtain p, § which are both Low. This happens with
probability at least 8/9 if w, < ﬁc. In this case, we return LOW, which is a correct output for

x ¢ G.

Correctness (middle case): the saturation-awareness of Lemma 4.4 guarantees that, with probability
8/9, we obtain a pair (p, §) that correctly matches the main case or the reject case. O

Avoiding probability zero sets In Section 6 we explain how Reference-estimation(u, ¢, e;x) in
itself takes samples only from sets that include an element that was already sampled (uncondi-
tionally) from g, thus ensuring that they have positive probability. We also explain there why,
in the case where pu(x) = 0, Reference-estimation(y,c,e;x) always answers (LOW,LOW), causing
Estimate-element(pu, ¢, e; z) to skip the next steps and immediately return Low. The other proce-
dures used by Estimate-element(y, ¢, ¢; x) only take samples from sets that include z itself, and hence
if they are invoked they only take samples from positive probability sets.

5 Target test assessment

5.1 The target test

We formulate the algorithm whose (randomized) output is used as part of the definition of the target
function f,. Procedure Target-test uses O(log é) pair conditional samples to distinguish between
p(y) < p(x) and p(y) > 1.2u(z) with probability at least 1 — 7...

First, we provide Target-test-explicit (Algorithm 2) as a common logic for the actual target test, and a
cheaper approximation of the target test that is used for finding a good «. For this implementation
we use a hard-coded tuning parameter x = 1079/45. In Appendix C we provide an alternative
implementation of the target test with reasonable constant factors (removing the dependency on k)
but with an additional asymptotic penalty, which carries over to the estimator.

We use the common logic to define the target test and the approximate target test.

We provide some essential bounds of the explicit test.
Lemma 5.1. In Algomthm 2, Pr | Target-test-explicit(ji, n; x,y) = ACCEPT|t ¢ % + k| is at

least 1 — f <t—/<aandatmostnsz;()>t+n

Proof. 1If t > % + k, then by Chernoff bound,

Pr[Y > t/f] < Pr [Bin (e, M(;EZJ)M@Q > < my) n) 4 < e M < el

16



Algorithm 2: Procedure Target-test-explicit(u, n; z,y)

Input: y € Q.
Output: ACCEPT or REJECT.
1. Ify=ua: Technical guarantee
(a) REJECT
2. Let k = 1079 /45.
3. Let £  [Inn~!/2x%].
4. Draw t ~ [$ + &, & — ] uniformly.
5. Draw zi, ..., z; independent samples from p conditioned on {z,y}.
6. Let Y = |[{i: 2z =y}
T.HY <t L
(a) ACCEPT.
8. Else:
(a) REJECT.

Algorithm 3: Procedure Target-test(u, ¢, &;x,y)
Input: y € Q.
Output: ACCEPT or REJECT.
1. Call Target-test-explicit(y, ncc; x,y) and return its answer.

Algorithm 4: Procedure Target-test-gross(u; ,y)
Input: y € Q.
Output: ACCEPT or REJECT.
1. Call Target-test-explicit(y, 10~ 2, y) and return its answer.

Ift < % — K, then by Chernoff bound,

Prly <t < Pe |Bin (1, MU ) < (s —n) o] s e <y 0

Lemma 5.2. In the setting of Algorithm 2, Pr [t € % + /{} <107°.

Proof. t is uniformly drawn in [% + K, 1% — k]. Hence, the probability that the segment ¢ £k contains

a given number p is at most 6/11721% <1079, 0
These bounds allow us to prove the following two lemmas.

Lemma 5.3 (Target-test). Procedure Target-test uses O(log ?lc) conditional samples, accepts with
probability at least 1 —n.. if y € L, and rejects with probability at least 1 —n.. if y € H.

Proof. For y € Lyt p(y) < p(z) and hence ¢t > 3 +k > % + k with probability 1. By
Lemma 5.1, Target-test(u; x,y) accepts with probability at least 1 — n... That is, the difference

from Prly € V] = 1 is bounded by 7.
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Fory € Hy: p(y) > 1.2u(x) and hence t < & —p < % — k with probability 1. By Lemma 5.1,
Target-test(u; x, y) accepts with probability at most ... That is, the difference from Pr[y € V] =0

is bounded by 7. O

Lemma 5.4 (Target-test-gross). |Pr[y € V.| — Pr[Target-test-gross(u; x,y) = AcCEPT]| < 1078 for
every x,y € €.

Proof. We consider every y individually.

For y € L,: then Prly € V] = 1 and Target-test-gross accepts (z,y) with probability at least
1 — 1077, The difference is bounded by 107,

For y € H,: then Pr[y € V] = 0 and Target-test-gross accepts (z,y) with probability at most 107°.
The difference is bounded by 1077.

For y € M,: then Prly € V] is the probability of Target-test to accept (x,y). By Lemma 5.2,
the probability that ¢ € p, & x is bounded by 107 In this case, our best bound for the variation
in behaviors is 1. Otherwise, ¢t ¢ p, & s, and hence the variation in behaviors is bounded by
max{n: ., 1077} by Lemma 5.1.

Combined, for every z,y € 2, the difference between the accept probability of Target-test and
Target-test-gross is bounded by 1079 + max{nee, 1079} <1072 +107? < 1078, O

5.2 Individual drawing of V,

The goal of this subsection is to provide membership query access to a drawing of a set V,, through
the following interface:

e Initialize-new-V,(c, €; x, q) — draws a secret set V' according to a distribution that is 7. cg-close
to the correct distribution of V,;, and returns an object that supports up to ¢ queries.

e V,-Query(obj,y) — reports whether y € V' or not, where V' is the set being held by the object
obj. If the initialization parameter of the object is ¢, then only the first g calls are guaranteed
to be meaningful. A query may affect the contents of 0bj.

e The overall sample complexity of the initialization followed by at most ¢ queries is bounded
by O(log 6—10) - q.

The implementation of the interface is straightforward: during initialization, we initialize an empty
list of “historical records”, which we denote by hist. In every query of an element we first look for
it in the list. If it exists there, then we report (again) the recorded result, and if it is missing, then
we run the Target-test procedure to determine whether it belongs to the set, and record the answer
in the list.

Algorithm 5: Procedure Initialize-new-V,(c, €; x, q)
1. Return (c, ¢, z, hist), where hist is an empty list.

In the rest of this subsection we show that Algorithm 5 and Algorithm 6 implement their desired
interface guarantees.
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Algorithm 6: Procedure V,-Query(0bj,y)
Input: An object obj created by Initialize-new-V,. representing a subset of 2, and y € .
Output: Whether or not y belongs to the set represented by the object.
Side effects: the hist component of 0bj may change.
1. Let ¢, €, x, hist be the components of 0bj as a 4-tuple.

2. lfy=a:
(a) Return REJECT. (x € Vz never happens)
3. If hist contains (y, ans) for any ans: (y was queried before)
(a) Return ans.
4. Else: (new y)

(a) Let ans < Target-test(c,e;z,y).
(b) Add (y, ans) to hist.
(c¢) Return ans.

Lemma 5.5 below states that, from the caller’s perspective, drawing V, while answering one query
at a time is logically equivalent to drawing it all at once.

Lemma 5.5 (The local-simulation lemma). Given p, € [0, 1] for every z € 2, Consider the following
three methods of drawing a random set U C ).

1. Every z € U 1is chosen to be in U with probability p,, independently of all other members of
U.

2. We start with an empty U. For up to q iterations, in the ith iteration we receive z; (which may
depend on the results of previous iterations), and then with probability p,, (independently of
all previous results) add z; to Q2. After this phase is over, every y € Q\ {z1,..., 24} is added
to U independently with probability p,.

3. Same as Item 2, only here in the first phase we use ple, instead of p,,, where |p., —p;i] <46 (in
the second phase we still use the original py ).

The distribution of the sets as drawn in the first item or the second item (both phases) are identical,
and are dq-close to the distribution of the set as drawn in the third item.

Proof. Methods 1 and 2 are identical since, regardless of the order of choices, every element z
belongs to U with probability p, independently of the others.

In every step 1 < i < g, if the first ¢ — 1 steps in the first phase of Method 2 and Method 3 were
the same, then the probability of the ith step of Method 2 to deviate from the i¢th step of Method
3 is bounded by . By the union bound (and the second phase of both methods being the same),
the distributions of a set drawn by Method 2 and a set drawn by Method 3 are are dg-close to each
other. 0

Lemma 5.6 (Initialize-new-V,, V,-Query). The distribution of the output of a sequence starting
with a single call to Initialize-new-V,, (Algorithm 5), followed by q calls to V,-Query (Algorithm 6)
over the produced object with the queries yi,...,Yyq € §, s necq-close to the distribution of the
output of a sequence that draws V ~ V. .. and determines whether y; belongs to V' or not for every
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1 < i < q. This bound holds also for an adaptive choice of every y; based on the answers to the
queries Y1, ...,Yyi—1. The call to Initialize-new-V,, has no sample cost, and each call to V,-Query costs
O(log L) conditional samples.

Proof. Observe that Algorithm 5 and Algorithm 6 together implement Method 3 of Lemma 5.5
for drawing V,, with error parameter § = 7... Hence, its behavior is 7..-close to an object that
is initialized with an explicit drawing of V, as a whole and then answers all membership queries
(whether y € V. for some y) with the same deviation probability as Method 3. O

5.3 Estimation of E[3, ,]

Recall that, given A, and V,, we define 8, o = Prj, [~2|V,o U {z}].

Algorithm 7 estimates E[f; ] as the expected value of the following indicator: first we draw A,,
and then we repeatedly draw y from p conditioned on A, U {z}, until we hit an instance where
y = x or Algorithm Target-test accepts, or until we exceed a pre-defined iteration limit.

Algorithm 7: Procedure Estimate-E[3; o] (11, ¢, €52, @)
Output: b € E[f,q] + ﬁ.
1. Let M <« 70000.
2. Set m + 0.
3. For ¢ from 1 to M:
(a) Draw A, according to its definition.
(b) Set b; < 0.
(¢) For 10000 iterations or until explicitly terminated:
i. Draw y from p, conditioned on A, U {z}.
ii. If y =ua:
A. Exit FOR loop.
iii. If Target-test-gross(u; z,y) accepts:
A. Set b; + 1.
B. Exit FOR loop.
4. Let B — ﬁ le\il bi.
5. Return b.

Lemma 5.7 (Estimate-E[3,4]). Given 0 < o < 1, Algorithm 7 estimates E[B; ] within 555 -additive
error with probability 2/3 using O(1) conditional samples.

Proof. The worst-case cost of the algorithm is O(1) calls to Target-test-gross, each costing O(1)
samples.
Consider the following hypothetical variants of Algorithm 7:

e Variant A. Algorithm 7 as written (the realizable variant).

e Variant B. A variant where instead of Target-test-gross(u;z,y) we use a hypothetical (non-
realistic) procedure that accepts y with probability equal to Prly € V,].
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e Variant C. A variant where additionally to the hypothetical procedure used in Variant B, we
also remove the iteration limit of the loop in Step 3c, running it until it is explicitly terminated.

Let 74, rp and r¢ be the expected values of each of by, ..., by (which are all distributed the same)
in each respective variant. By definition (and b being the average of by, ...,bys and hence having
the same expectation), r4 is also the expected output of Algorithm 7, and r¢ = E[f; o).

By the triangle inequality, |B —E[Bza]l = ]l; —ro| < ]l; —7rAl+|rg —ral+|rc —ra|
For every 1 < ¢ < M, b; is an indicator and hence its variance is bounded by i. Since the b;s are

independent, the variance of b is bounded by ﬁ, and by Chebyshev’s inequality,

1
o7 22500

— | < — <
300} = (1/300)2 ~ 70000

. 1
Pr Db—rA 3

> 3010] — Pr DE—E[ZB}’ >

By the union bound over 10000 iterations of the loop in Step 3c of Variant A and the corresponding
one of Variant B, |rp — 4| < 10000 |Pr[y € V,] — Pr[Target-test-gross(z,y) = ACCEPT]|.

We use Lemma 5.4 to obtain that |Pr[y € V] — Pr[Target-test-gross(x, y) = ACCEPT|| is bounded by
- Hence, |rp — 74| < 10000 - 15 < =555-

The behaviors of Variant B and Variant C with respect to the definitions differ only when 10000
iterations of Step 3c are exceeded, and always rp < r¢.

Let r be the probability to explicitly terminate the loop in an individual iteration. Observe that
r > rc since we always terminate after writing b; <— 1 (which happens with probability r¢), but
we can also terminate when y = . The number of iterations in Variant C distributes geometrically
with parameter r, hence the total variation distance between a run of this loop in Variant B and
in Variant C is also bounded by Pr[Geo(r) > 10000]. Combined with 0 < rp < r¢ < r, we obtain
|rc — rp| < min{r, Pr[Geo(r) > 10000]}.

1 . 1
We use 7= as an approximate break-even parameter. If r > &=, then

|rp — ro| < Pr[Geo(1/675) > 10000] < Pr[Geo(1/675) > 14 - 675]
— Pr [G%Geo(l/ﬁﬁ) > 614}

1

[Markov| < 6—14E[6675Geo(1/675)}
1 ,1/675
srse 1

<
1— (1— &) el/67 = 675

[Lemma 3.29] = e ™

Hence, |r¢ — | < min { gk, Pr[Geo(1/675) > 10000]} = &=

1 O

Overall, with probability at least %, ‘B —E[Bsal| < 3(1)—0 + ﬁ + 67%5 = 55

5.4 Individual estimation of j, ,

The previous subsection provided a rough approximation of E[3; o] where the expectation is taken
over random choices of A, and V,, but in Section 8 we define some function h and need to ap-
proximate E[h(S;,q)]. Hence, we also need to estimate (3, o for specific draws of A, and V;, where
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the later is given through an output of a call to Initialize-new-V,.. In the following we show how to
estimate (3, o with respect to A, and the set V, that is virtually held by the V -object.

Algorithm 8: Procedure Estimate-f, o (u, ¢, €; @, o, 9, Ao, 0b7)
Input: § < i.
Input: obj represents a subset of Q that is the output of Initialize-new-V/..
Output: be Bz.a(Aa, Vi) £0.
Complexity: At most 251n((563( 9 conditioned samples and one V,-Query(obj, -) call per sample.
1. Let M « [8/67].
2. Set m « 0.
3. For M times:
(a) For [3In(6/9)/d] iterations or until explicitly terminated:
i. Draw y from p, conditioned on A, U {z}.
ii. If y =ua:
A. Exit FOR loop.
iii. If V,-Query(obj,y) accepts:
A. Set m < m+ 1.
B. Exit FOR loop.
4. Let b+ m/M.
5. Return b.

AsU{z
Lemma 5.8. E [M] < %2_

We prove Lemma 5.8 in Appendix E.

Lemma 5.9 (Estimate-3;,). Let 0 < § < i. Algorithm 8 outputs an estimation of By.a(Aa, Vi)
within additive error £+ with probability at least % Its expected query complexity is bounded
by O (log é Additionally, the number of V,-Query(obj,-)-calls is bounded by
251(8/0)

. 1
02(wz+(8/logd—1)) ) :

Proof. The algorithm makes at most one V,-Query(obj, -)-call per sample. The number of samples
is bounded by [8/6%] - [31n(6/6)/6%], which is at most 2526/9) fo1 every § < 1. Recall that every

63
Vz-Query-call costs O(log i) samples.
Clearly, the worst case cost of Algorithm 8 is O(1/6%)-O(In~'/8)-O (log L) = O <log 1. M).

ec 63

By Lemma 5.8, the expected number of inner-loop iterations is bounded by O(1/w,) and the

expected complexity is bounded by O (log ?lc . 52; ) Since the expected cost cannot exceed the

worst-case cost, we can reformulate the expected cost as O (log ?lc . W)

If the algorithm does not terminate the inner loop after [31n(6/d)/d] iterations, then the expected
gain in m in every inner iteration would be exactly E [W&ZA—W} for the given A, and the set

being held by 0bj. The actual gain is less, since we must consider the possibility to terminate the
loop after [31n(6/9)/d]. Let 8 be the expectation of this gain.
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IfE %} < %5, then the additive penalty is at most %5. Otherwise, the distance between

B and ;o is bounded by (1 — %5) [31n(6/0)/0] < (1 — %6)31n(6/5)/6 < e~ In(6/9) — %5 < %5 as well.

Note that m is the sum of M independent indicators, hence its variance is bounded by M /4. Since
M > 8/5%, Chebyshev’s inequality implies that with probability at least %, m € Elm] + %(5M , and
in this case, b = E[b] + 20 = Bra(Aa, Vo) £6. O

6 The reference estimator

In this section we prove Lemma 4.4 and provide an algorithm that demonstrates it. Towards this
proof, we first provide a general saturation-aware estimator for the expectation of an indicator
variable.

6.1 Estimation of an unknown probability

We implement here a (6 ; %a, a)—saturation—aware estimator for p, where p is only accessible through
an oracle that draws an indicator random variable with expected value p. Algorithm 9 draws
independent samples of this indicator and then stops after seeing O(1/§2) occurrences of 1 or until
reaching the limit of O(1/(6%a)) samples.

Algorithm 9: Procedure SA-Est(a; A, 0)
Input: An oracle A for sampling a binary variable.
Output: p € {Low} U (1+)E[A].

1. Let M « [48/67].

2. Let L < |6M/a].

3. Set m <« 0, ¢ + 0.

4. While m < M and ¢ < L:

(a) Set £ <+ £+ 1.

(b) Draw b ~ A. (b€ {0,1}).
(c) Set m <+ m +b.

5. It m = M: (Sufficiently many occurrences observed)
(a) Set p <« M/L.

6. Else: (Give-up limit reached)
(a) Set p «+ LOW.

7. Return p.

Lemma 6.1 (SA-Est). Assume that we have an oracle A that draws 1 with probability p and 0 with

probability 1 — p, where every call is independent of past calls. For every 0 < a < 1, Algorithm 9

with parameters (a; A, ) is a (0;a/12, a)-saturation-aware estimator for p = E[A], at the expected
1

cost of O (W) oracle calls. Moreover, E[p~1|p # Low] < p~!, where p is the output of the

estimator.

Proof. Let ' be the theoretical value of £ if we would not terminate the loop after L iterations but
let it continue until m = M. Observe that ¢’ distributes the same as the sum of M independent
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geometric variables with parameter p. Also, Pr[¢/ = ¢jm = M] = 1 (since we terminate the loop
due to m = M regardless of whether ¢ exceeds L or not) and Pr[¢ < ¢'] =1 (since £ = min{¢', L}).

Observe that the events “m = M” and “¢’ < 6M /a” are equivalent: in the last iteration, we increased
m from M — 1 to M and also increased ¢ and ¢ together (regardless whether the result reached L
or not).

Using standard facts about geometric variables, E[¢'] = M/p and Var[¢'] < M /p®. Thus the expected
number of samples taken by the algorithm is O (ﬁp), and the introduction of the hard bound ¢ < L

brings it down to the required O (%).
By Chebyshev’s inequality,

1
1+9

IN

Pr[M/€ ¢ (1+ 6)p] = Pr [z’ ¢ M/p] Pr [e’ ¢ (1 + ;5> E[m]
< Mjp> 4
= (0/2)2(M/p)?  6EM T 6%(48/6%)

<1/6

We now go over the cases in the definition of a saturation-aware approximation.

Case . p > a: by Markov’s inequality, the probability to stop due to the give-up limit is bounded
by E[¢]/[6M/a] < (M/p)/(6M/p) = 1/6, and the overall probability to have the correct output is
at least 1 — Prjm = M| —Pr[M/{' ¢ (1+0)p] >1—-1/6—-1/6 =2/3.

Case II. a/12 < p < a: the probability to return the wrong output is Pr[m = MAM /¢ ¢ (1£6)p] <
PrM/¢ ¢ (1£0)p] < & < 1.

Case III. p < a/12: the “bad event” is m = M, which is equivalent to ¢/ < 6M/a. Hence, the
probability to return any real number instead of LOW is:

Pr[M =m]=Pr[¢' <6M/a] = Pr[l' —E[l'| <6M/a— M/p]
< Pr[¢'—E[] < M/(2p) — M/p]
= Pr[t’ - E[(] < -M/(2p)]

M /p? 4 4 1
[Chebyshev| < T =/ < w5 < 3

Hence we correctly return LOW with probability at least 2/3.
Lastly, observe that:
1 1
E[p~'p#Low] =E[¢('/M|m = M] = 7 [('|¢ < 6M/a] < 7Bl = p! O
6.2 The reference estimation procedure

We first roughly estimate w; = pu(x) + sz, and based on the result, we estimate p(z) and s, using
the magnitude of w, as a reference.

We recall Lemma 4.4 and then prove it.
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Algorithm 10: Procedure Reference-estimation(u, ¢, e; x)
Output: p,s.
1. Let M «+ 13. For median amplification (Observation 3.32(b)).
2. For i from 1 to M:
(a) Let w; <— SA-Est(a = ¢ — n.¢; Oracle,§ = 1/3).
i. Oracle: draw y ~ p. Return 1 if y = x or Target-test(u, ¢, &;x,y) accepts.

3. Let W ¢+ median (w1, ..., W). SP: 8
4. If w = Low:
(a) Return (LOW,LOW).
5. For ¢ from 1 to M:
(a) Let §; «— SA-Est(a = w/9; Oracle,§ = £/6).
i. Oracle: draw y ~ p. Return 1 if y # x and Target-test(u, ¢, €; z,y) accepts.
(b) Let p; — SA-Est(a = w/9; Oracle, d = ¢).
i. Oracle: draw y ~ p. Return 1 if y = «.
6. Let p < median(p;). Sp: &
7. Let § < median($;). SP: !
8. Return (p, §). Total success probability: §

Lemma 4.4 (Reference-estimation). For every x € Q, Algorithm 10 is a joint estimator of (u(x), sz)

which is:
o An (6; max {ﬁc, ﬁsm} , max {c, ism}) -saturation-aware estimator for u(x).

o A (3e;max{glsc, mon(z)}, max {c, Tu(z)})-saturation-aware estimator for s,.

Its expected cost is O (log ?16 e ) samples.

1
e2(wg+c)

Proof. The expected value of the oracle in step 2(a)i (in Algorithm 10) is:

pa)+ > uWf) = p@)+ > pWh@) + > p@) @)+ > ww)fa()

YyEQy YyELy yEMy yEH

() = p@)+ @ Ene)ule) + > wy)fY) £ neep(He)
yeEMy

= (@) + p(La) + D (W) fo(y) £ nee((La) + p(Hy)) = wy & e
yEMz

x): since 1 —n.. < f(y) <1 forevery y € Ly and 0 < f(y) < e for every y € Hy.
K 177

Also, by Lemma 6.1 (SA-Est), the sample complexity of this estimation is O (m)

0 (m) oracle calls, since (again by Lemma 6.1) E[w~!|& # Low] < S°M, E[w; !|i; # Low]
M 1
M_o(L

If w, > c, then the oracle’s expected value is in the range w, £ 1., = w, £ ic& = (1£¢&/2)w,, and

hence with probability 8/9, w = (1 £1/3)(1 £&/2)w, = (1 £ 1/2)w,.
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If s, > max{ec, iu(az)}, then ¢ < s, < w, < 5s,. Hence, with probability at least 8/9, w =
(1+1/2)w, < 8s;. The expected value of the oracle in step 5(a)i is sg £ 7 = sz = %sc =
(1 +¢/4)s; > (1 — 1/40)s,, which is more than /9 < 5(s; — nc,c). In this case, the estimation

outputs an (1 +¢/6)-estimation of s, £ 1. . with probability at least 2/3. This estimation is in the
range (1+¢/6)(1+e/4)s, = (1£¢€)s,. The cost of this estimation is bounded by E [&~! | # Low| =

O (w%c) =0 (ﬁ) oracle calls.

If s, < g5 max{c, u(z)}, then either @ is LOW (and then we use § = LOW as well), or & > Jw, =
2 (so+p(z)) > % -401s, > 108s,. In this case, for a = /9, we have s, < 1ogw; = 15a and hence
the estimation outputs LOW for s, with probability 2/3.

If ;55 max{c, u(z)} < sp < max{c, pu(z)}, then with probability at least 8/9, either & is LOW (and
then we correctly return § = LOW) or the saturation-aware estimation of s, returns, with probability
at least 2/3, either LOW or an answer in the range (1 +¢/6)s;. As seen before, the latter is in the
range (1 +¢)s,.

The analysis for p(z) and p is analogous (and even a bit stricter, since the indicator for u(x) is
exact and does not have the +n. . additive penalty). O

Avoiding probability zero sets Note that all calls made by Reference-estimation(u,c,e;x) to
Target-test(u, ¢, e;x,y) involve an element y that was sampled (unconditionally) from . Since
Target-test(p, ¢, e; x, y) is based only on samples drawn from {z,y}, this means that no probability
zero sets are involved. Additionally, if u(x) = 0 then y = z never happens, and the condition-
ing on {x,y} causes Target-test(u,c,e;x,y) to reject y with probability 1, forcing the output of
Reference-estimation(u, ¢, &; ) to be (LOW, LOW).

7 Finding «
We prove Lemma 4.5 in this section. We recall it here.

The output of Algorithm 12 is a random

Lemma 4.5 (Find-good-a). Assume that p(z) < %s,.
a < 41y, at the cost of O(loglog N) samples at

variable o for which, with probability 2/3, v, <
worst case.

We look for « using a binary search, adapted to a probabilistic setting as defined below.

Definition 7.1 (Uncertain comparator). Let A be an oracle to a probabilistic function from
{1,...,N} to {“low”, “good”, “high”}. We say that A is an uncertain comparator if:

e Conviction: there exists a function f : {1,...,N} — {“low”,“good”, “high”} such that for
every 1 <1i < N and every event E about past calls, Pr[A(i) = f(¢)|E] > 99/100.

e Monotonicity: the above function f is non-decreasing monotone with respect to the full order
Hlow” < ‘thOd” < “high”.

Definition 7.2 (Goal range of an uncertain comparator). Let A be an uncertain comparator over
{1,...,N}. The goal range of A is the set {1 < i < N : Pr[A(i) = “good”] > 99/100} (due to
monotonicity, this is always a segment).
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Definition 7.3 (Appeasement of an uncertain comparator). An uncertain comparator A is ap-
peasable if its goal range is non-empty.

The interface of the binary search is stated in the following lemma:

Lemma 7.4 (Uncertain-binary-search). Assume that we have access to an appeasable uncertain com-
parator A. The output of Algorithm 13 is in the goal range of A with probability at least 2/3, at the
cost of O(log N) oracle calls.

We present Algorithm 13 and prove the above lemma in Subsection 7.3. Note that the 99/100 could
be substituted by any fixed constant strictly greater than 1/2. We use it rather than the more
standard 2/3 bound to eliminate the need for amplification in the implementation of Algorithm 13.

7.1 The uncertain-comparator for «

We provide here a procedure whose guarantees are weaker than those of an uncertain comparator,
in the sense that it allows for some “gray areas” where there is more than one correct answer (and
hence no probability guarantee). Later, in the proof of Lemma 5.3, we use it in a way that side-steps
the issue with the gray areas.

Lemma 7.5 (Weak-uncertain-comparator). There exist oy € (2.374,387z) such that:
o [fa<1-~y, then the output of Algorithm 11 is “low” with probability at least 2/3.
o If %Ozx < a < ay, then the output of Algorithm 11 is “good” with probability at least 2/3.
o [f a > 4l~,, then the output of Algorithm 11 is “high” with probability at least 2/3.
Moreover, the number of samples drawn by Algorithm 11 is O(1).

We prove Lemma 7.5 in this subsection. We essentially show that, if « = ©(1) - 7,, then the
expectations E[5; o] and E[8;24] lie inside a globally fixed range and are well-separated by an
additive stride. Hence, it suffices to estimate E[f; o] within half of this stride to implement the
comparator for the binary search, possibly being wrong once at each side of the correct range. We
formally state this sketch in one observation and two lemmas.

Observation 7.6. E[f, o] is non-decreasing monotone with respect to the choice of a.

Proof. We can apply Observation 3.30, since the expression that defines 3, ., which is based on
Vz,a, s non-decreasing monotone. O

Lemma 7.7 (Effective bounds for E[3; o]). There exists 2.3, < oy < 387, for which E[By.q,] =
0.91. Additionally, if o < 2, then E[fz.q] < 0.9 and if a > 41, then E[5 o] > 0.92.
We prove Lemma 7.7 in Appendix E.

At this point we provide Algorithm 11 based on the sketch above, which implements the weak
uncertain comparator.

Proof of Lemma 7.5. Case I: if o < 7, then by Lemma 7.7, E[8;24] < E[Bz2+,] < 0.9. In this
case, with probability at least 5/6, h<E [Bz,a] + ﬁ < 0.905, and the algorithm outputs “low”.
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Algorithm 11: Procedure Weak-uncertain-comparator(u, ¢, €; x, «)
Inaccessible data: ~;, a, (of Lemma 7.7).
Output: “low” if a < 17,, “good” if %aw < a < ay, “high” if a > 41~,.
1. Let M «+ 9. For median amplification (Observation 3.32(a)).
2. For ¢ from 1 to 9:
(a) Let 0; Estimate-E[(; o] (1, ¢, €; 2, ).
(b) Let h Estimate-E[(; o] (1, ¢, €; x, min{1, 2a}).

3. Let £ + median(él, coiskim). SP: %
4. Let h < median(hy, . . ., hp). Sp: 2
5. If h < 0.905:

(a) Return “low”. (Inferring that h < 0.91)
6. If £ > 0.915:

(a) Return “high”. (Inferring that ¢ > 0.91)
7. Return “good”. (Inferring that ¢ < 0.91 < h)

Case II: if @ > 417, then by Lemma 7.7, E [8; o] > E [83,41+,] > 0.92. In this case, with probability
at least 5/6, £ > E[B,.4] — 555 > 0.915, and the algorithm outputs “high”.

Case III. if %am < a < ag, for a, guaranteed by Lemma 7.7, then with probability at least 5/6,
{ <E[Bra)+ 555 < E [Br.a.]+ 555 = 0.915. Also, with probability at least 5/6, h > E[Broa) — 75 >
E [Bz,0.]) — ﬁ = 0.905. By the union bound, with probability at least %, the algorithm outputs

L(good”-

The cost of this procedure is the same as the cost of two estimations of E[f3; o] using Lemma 5.7,
which is O(1). O
7.2 Proof of Lemma 4.5

At this point we provide Algorithm 12 and use it to prove Lemma 4.5.

Lemma 7.8. If pu(z) < isx, then ﬁ < < 1.

Proof. Recall that ~, = ”(I), hence v, < % < 1 immediately by p(z) < %Sx.

Sx

For the lower bound, observe that

. = Elu(V,)] < ) < |- <(N-1)-1.2 < 12N
s [1(Va)] e gnég&u{m})u(‘/) max | V| max p(y) < ( ) - 1.2p() p()
Hencevzzuéf)2ﬁ>ﬁ. O

Proof of Lemma 4.5. At top level, Algorithm 12 looks for a = 27% in the range {0, ..., N'}, where
N’ >1ogy(2N). By Lemma 7.8, 2V < 4, < 1. By Lemma 7.7, a, € (2.37,,417,) C (1/N,41) but
also a, <1, hence both o, and %aw lie between the endpoints of our search range (2_N/ and 1).

Since the guarantees of Weak-uncertain-comparator are weaker than the constraints of the uncertain
comparator that can be used in Uncertain-binary-search, we use an interleaving technique: instead of
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Algorithm 12: Procedure Find-good-a(u, ¢, €; x)
Output: a € (17;,417v;).
1. Let M; < 47. For median amplification (Observation 3.32(c)).
2. Let My < 9. For median amplification (Observation 3.32(a)).
3. Let N" <1+ [logy NT.
4. For r from 0 to 5:
(a) Let I. = {1,...,|3(N'—r)| +1}.
(b) Let Oracle,(i') be the procedure that takes the median of M; independent calls to
Weak-uncertain-comparator(u, ¢, &; z, a0 = 2_(6(i/_1)+r)). Oracle SP: %
(¢) For j from 1 to Mo:
i. Let 4, ; <= Uncertain-binary-search(| 17| ; Oracle,(-)).

ii. Let ir:j < 6(iy; — 1)+ (For analysis only)
(d) Let 4, < median(iy y, ..., 5, )- SP: 2
(e) Let iy < 6(i, — 1) +r (= median(iy1, ..., i)

(f) If Oracle,(i") = “good”:
i. Return oo = 27%
5. Return 27", A fallback output

searching the entire range, we partition it to six parts, so that in every part the indexes are arranged
in skips of width six. Thus, every two consecutive indexes in each part are far enough apart to allow
us to distinguish whether we are below or above the “good” indexes. Also, as together these parts
cover the entire range, at least one of the parts contains an index which our comparator explicitly
marks as “good”.

We apply the uncertain binary search to each part separately, adding an additional “goodness check”
to the index resulting from this search. We then greedily select the first index that was both selected
by the search and verified by the additional check.

Observe that, for satisfying the requirements of Uncertain-binary-search, we amplify the 2/3-success
probability of Weak-uncertain-comparator (for inputs where it is guaranteed) to 99/100 using median-
of-M; (Observation 3.32(c)).

By Lemma 7.5, the comparator satisfies the requirements of Definition 7.1 (uncertain comparator)
when restricted to the union of the ranges a < 17,, a > 41+, and %aw < a < a,, with respect to an
unknown «, whose existence is guaranteed by Lemma 7.7. There exists some integer 0 < rp;; < 5
for which the range (%ax,am] intersects the set 27 (6N+7nit)  [,et apit be the only element in this
intersection and let ip; = —logy apit. Note that the comparator is both valid (with respect to
Definition 7.1) in the ryith range and appeasable (since the majority answer in ip; is “good”).

We define the following events:
e G at the rsth iteration, the algorithm successfully executes step 4(f)i when 7, ,, = ip;t.

e B, (0 < r <5): at the rth iteration, the algorithm successfully, but wrongly, executes step
4(f)i when 27 ¢ (17, 417,).

Clearly, if G happens and none of the B,s do, then the value of a at the return statement is in the
range (1v;,417z).
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The good event: consider the iteration in which r = rp;;. Due to the interleave gaps, all choices

of @ = 27 6@ =1+ for i/ € I, are outside the range (7z,417,) except for a single choice for which

6(i' — 1) + 7 = ipiy. Therefore, in the ryth iteration, Weak-uncertain-comparator has the required

behavior guarantee for all elements, and in every individual inner-iteration we obtain i, ; = ini

with probability at least 2/3. The probability that i,,., = ini is at least 5/6 since we use the median-

of-Mj amplification (Observation 3.32(a)). With probability at least 99/100, the additional call to
5 1

the oracle returns “good”, and then we return apit € (17,,417;). To conclude, Pr[G]| > 8~ 100-

Bad events: consider some 0 < r < 5 for which 27 ¢ (1+,,417,). In this case, the oracle returns
either “low” or “high” with probability at least 99/100, hence Pr[B,] < 5.
By the union bound,

5

G A /\ -B,
r=0

5
) 1 1 2
Pra € (v,4175)] > Pr > Pr[G] — ZPr[Bi] > (6 - 100> —6- 100 3 O

r=0

7.3 The uncertain-comparator binary search

In this subsection we prove the correctness of the uncertain-comparator binary search costing
O(log n) uncertain-comparator calls (Lemma 7.4). Note that a standard amplification of the uncer-
tain comparator allows binary search at the cost of an additional O(loglogn) factor.

Recall Lemma 7.4:

Lemma 7.4 (Uncertain-binary-search). Assume that we have access to an appeasable uncertain com-
parator A. The output of Algorithm 13 is in the goal range of A with probability at least 2/3, at the
cost of O(log N) oracle calls.

The binary search algorithm executes a Markov chain over a range tree in a way that can be seen as
a random-walk over a line. To prove the correctness of our binary search variant, we recap common
definitions.

Definition 7.9 (Dyadic range tree). A dyadic range tree is a tree whose root holds the dyadic
interval {1,...,2*}, in which every non-leaf node has two children, each holding half of the node’s
range.

Observation 7.10. In a dyadic range tree whose root range is {1,...,2*}, all nodes of depth
0 < K <k (where the root’s depth is 0) hold dyadic ranges of length exactly 2Kk In particular,
all leaves (which hold singletons) have the same depth, which is k.

Proof. Trivial for ¥ = 0. By induction for 1 < k¥’ < k: an internal node in depth k¥ — 1 holds
some dyadic range {28 K1t 41, ... 2k—K'+1g 4 9k=K 41} Tts left child holds the dyadic range
{2F=K(2t) + 1,...,25"%(2¢) + 2¥=*} and its right child holds the dyadic range {2 (2t + 1) +
1., 25K (2t + 1) 4+ 26V}, O

A deterministic binary search can be represented as a walk over a dyadic range tree, where we start

with the widest considerable range and in every step we proceed to a narrower range until we reach
a leaf, whose singleton range represents the result of the search.
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In our setting the comparator is probabilistic, hence the search is a random walk. If we fully trust
our comparator and only go forward, as in the deterministic version, then the worst-case guarantee
for the success probability is (99/100)1°82" which is too low. Alternatively, we can amplify the
confidence of the uncertain comparator by considering the majority vote of O(loglogn) independent
calls. This reduces the error probability to o(logn) in each step, and hence by the union bound,
the run of the algorithm is o(1)-close to the deterministic version. Though correct, this approach
brings an O(loglogn)-penalty which we want to avoid.

Instead of these forward-only tree walks, we define a local logic that uses three uncertain comparisons
to choose the best edge to use in each step. This edge is possibly the parent edge, which allows us
to correct errors that may occur in this setting, as opposed to a deterministic binary search.

To formulate the random walk of Algorithm 13 as a search, we define a set of good leaves, cor-
responding to the the values for which the comparator outputs “good” with high probability. A
random walk of a predefined length is considered successful if we reach one of the good leaves at
the very last step. We insist that we only consider the last step: it does not suffice to pass through
a good leaf during the walk.

To prove our formulation, we consider the edge-distance of every node from the set of good leaves
(where a distance from a set is the minimum distance from a leaf in this set). Even though the
sequence of distances is not memoryless, its guarantees suffice to apply the following lemma.

Lemma 7.11 (Linear random walk). Consider the following random walk with parameter k: we
start with X1 = k. In every step, we choose B; = 1 with probability at least 1 — 1—30, and otherwise
B; = 0. We allow Pr[B; = 1] to depend on the history (the choices of By, ..., B;_1), but the lower
bound of 1 — 1—8’0 holds for every condition on individual histories. After choosing B;, if B; = 1 then
Xit1 = max{0,X; — 1}, and if B; =0, then 0 < X; 11 < X; + 1 (but it must be an integer). In this
setting, if n > 20k + 1, then Pr[X,, = 0] > %

Proof. For 1 <14 < n, let G; be the event “X; = 0”. Also, for 1 <1i < j < n, let G;; be the event
[13 _1 . *\ 77

Zi:i By > %(.7 — )"

A key observation is that \/?:_11 Gi N\ /\?:_1]L G implies G,,. If we assume the contrary, then there
exists 1 < ¢ < n — 1 for which G; A G;, holds. Consider the maximal such ¢, and for every
i<j<nletY; =X;+ Zi;il(—l)Bt. From the assertions on X7,..., X, and the maximality of
i, Y; > X; for every i +1 < j < n, a contradiction since 0 < X,, <Y, = X; + Z?:_il(—l)Bf =
Xi+n—i)—2{i<t<n—-1:B;=1}|<X;+(n—i)—2-{(n—i) = X; =0.

It remains to show that Pr [\/?;11 Gi AN Gi,n} > 2. Consider the negation of each part:

n—1

n—1
3 1
Pr [—. \/ Gi| =Pr /\ =G| <Pr[-G,—1] = Pr [Bln <n -1, 10> > §(n -1- k:)]
i=1 i=1
< e 2(3-15)(n=D=3k)*/(n-1)
n>20k+1] < e 2((z-10-20)(n-1)"/(n-1)

1
—0.39605(n—1)  ,—0.39605-20
e e <
- 1000

31



Algorithm 13: Procedure Uncertain-binary-search(n; .A)
Input: An uncertain comparator A : {1,...,n} — {“low”,“good”, “high”}.
Promise: A is appeasable.
Output: i for which ans(i) = “good”.
WLOG: n is a power of 2.
(The comparator deterministically returns “high” n + 1 < < 2/leg271)

1. Initialize stk + 0. (Empty backtrace stack)
2. Initialize L1 = 1, Ry = n. (Current node is the root)
3. For ¢ from 2 to 20logy n + 1: (An integer by assumption)

(a) If L;—1 = R;j—1: (Currently in a leaf)

i. Let ans < A(L;—1).
ii. If ans = “good”:

A. Let (Li, Rz) — (Li—17 Ri—l) (Stay at leaf)
iii. Else:
A. Let (L, R;) < pop(stk) (Move to parent)
(b) Else: (Currently in an inner node)
i. Let M;_q + % (Li—1+ Ri—1 —1). (Always an integer)

ii. Let ansp < A(L;—1).
iii. Let anspr < A(M;—1).
iv. Let ansg + A(R;—1).

v. If ansp < anspyr < ansg and ansy < “good” < anspg: (Consistent answers)
A. push(stk, (Li—1, Ri—1)) (Record current node)
B. If ansp; = “high™: (Middle is too high)
o Let (LZ‘, Rl) — (Mi—l +1, Ri—l)' (MOVQ to right Child)
C. Else:
e Let (Lz‘, Rz) — (Li_l, Mi—1)~ (MOVG to left Chﬂd)
vi. Else: (Inconsistent answers)
A If (Li—lvRi—l) = (1,77,):
o Let (Lu RZ) — (Lifl, Rifl). (Stay at I“OOt)
B. Else:
o Let (Li, R;) < pop(stk). (Move to parent)

4. Return Laglog, nt1-

For 1 <i<mn—9, we can use Chernoff bound to obtain that:

Pr[-G; ] < Pr [Bin <n — 1, 130> > %(n - z)} < 6_2(%_%)2("_i) = ¢~ 0-4418(n—1)

By the union bound,

n—9 n—9 n—9 00 o—0-4418:9 1
, , —0.4418(n—i) —0.4418i _ 2
Pr Z\/1 “Ginl| < ;Pr [Gin] < ;e < iz;e = {0t < 1g
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For n — 8 <i<n—1 we use a collective bound:

n—1 n—1 n—1
Pr[\/ﬂGm gPr[\/ B¢1]<Z r[B; #1] <8 130:%

t=n—=8 i=n—=_8

Combined,
" Wi i v 1 6 3
Pr [ﬂ Z/\1 Gin| =Pr L\/1 -Gin| <Pr Z\/1 —Ginl| +Pr Z‘\n/_8 =Ginl| < T + 5% < 0
If n > 20k + 1 then:
N A 13 1
[ﬂG]<Prﬂ<Z\/1G/\z/\le> < 00615 < 3 2

At this point we prove Lemma 7.4 (correctness of Algorithm 13 as a binary search).

Proof of Lemma 7.4. Let a and b be the endpoints of the goal range of A (which is promised to be
a non-empty segment). Without loss of generality we can assume that n is a power of 2. Otherwise,
we can extend the comparator to answer “high” with probability 1 for every n+ 1 < i < 2[log2n],
We use a dyadic range tree with root range {1,...,n}. Recall that all leaves have the same depth,
logy 1, and let Lgooq be the set of leaves inside the goal range (those for which the comparator
answers “good” with high probability).

Algorithm 13 defines a random walk on the dyadic range tree as follows: on a leaf {i}, we call the
comparator to test whether ¢ is good or not. If it answers “good” then we stay on it, and otherwise
we move to its parent. On an internal node {L,...,R}, let M = (L + R —1)/2. We use the
comparator to see whether the answers about L, M, R make sense with respect to the predicates
“the assessments related to L, M and R indeed form a monotone sequence, and also imply that the
range [L, R] is not disjoint from the goal range”. If the answers make sense, then we move to one of
the children based on the answer on M (left child if M is “low” or “good”, right child if it is “high”).
Otherwise we move to its parent, unless we are already at the root, in which case we stay in place.

Let D; be the edge-distance between the current node (which is not necessarily an ancestor of a
“good” leaf) and the closest good leaf. Observe that at any point:

e If we are in the root or in a “bad” leaf {i} (outside the goal range), then with probability at
least 97/100 we take the edge which moves us closer to the set of good leaves.

e If we are in an inner node that has a descendant “good” leaf, then with probability 97/100 we
take the edge to a child on the path to one of these leaves.

e If we are in an inner node that has only “bad” leaves in its subtree, then with probability
97/100 we take the parent edge, moving closer to the set of good leaves.

e If we are in an “good” leaf, then we stay there with probability 99/100 > 97/100.
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These observations describe a memoryless random-walk on the dyadic tree. If we only consider the

sequence D1, Dy, ... (which is not necessarily memoryless), then we satisfy the assertions of Lemma
7.11. Hence, with probability at least 2/3, the (201ogy n 4 1)st step of the algorithm is a good leaf,
as desired. O

8 Estimating u(x) using o

In this section we prove Lemma 4.6. For this, we define a function h and show that E[h(8;,)] is
a good approximation for %ﬂ(f)

and estimate them.

. To estimate E[h(f5y,a)], we have to draw individual values of 3, o

Recall that ;o = Pr, [-x|V, o U{z}]. In particular, it is fully determined by the choice of A,

and V,. Since 17’5;’& = £ EXZ)"), we obtain that E [lf%’:a} = l‘j‘(s;) Alternatively, we can use

u(r) =a-s;/E [lf’cﬁja], where « is known and s, is already estimated within a (1 4 €/3)-factor.

To estimate p(x) within a (1 + e)-factor as desired, it suffices to estimate E [f’”ﬁ:a] within a
(1 +£¢/2)-factor, since (1 +¢/3)(1+¢/2) =1+e¢.

Since f I,Bja is only bounded by ﬁ, which is too large to effectively approximate, we truncate it
at T = 8Ine~! 4 100 using the function h(8) = min {T, %}, and use a separate argument to

bound the difference that this truncation introduces to the expectation.

At this point we introduce Algorithm 14 and prove its correctness, thereby proving Lemma 4.6.

Algorithm 14: Procedure Estimate-scaled-result(u, ¢, e; x, @)
Output: b€ (1+¢/2)as,/p(x).

Let T < 8Ine~! 4 100.

Let M; < [9600/¢?].

Let Ma < [301n M;]. For median amplification (Observation 3.32(e)).
Let 0 ¢ jegme 172163

Let g < {25M2 . %J.
For ¢ from 1 to M; :
(a) Draw Afj), according to its definition.
(b) V;,s(z) < Initialize-new-V, (¢, ¢; x, q).
(c¢) For j from 1 to Mo:
i. Let fB;; + Estimate-By.q(p, ¢, €5, a, 6, AW x(z)).

A S o e

(d) Let B; < median(Bi1, ..., Biimg)- - SP: 1 — 5
(e) Define (without computing) f; < (Ag), Vm(z)). (For analysis only)
b, ; B; — h(B;
(f) Let b; < min { - T}. = h(p;)
. Moe
7. Let b 37 32,0 bie
8. Return b.

Before diving into the algorithmic logic we state a few arithmetic lemmas.
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Observation 8.1. 7. .Mjq < %

Proof. We use the following bounds for € < % <e 2

9601
_ 9600
M, = [572] < 2
M= [30In0M;] <30I %% 41 =300 L0L™ < 900 Ine"!
5= B . —
- 1681lne— 142163 = 92331 1ne-1
In(6/6) < In6+1n2331 +Inlne ! +Ine? <12Ine!
Therefore:
In(6/6
nc,leq < Ne,e - My - 25M> (53/ )
1 In(6/6)
= g e 300M Mo 5
1 9601 12lne !
< . 300 -200Ine~t-
= g s 2 B 3/(2331ne 1)3
< i.i.g.loww 1
12 1029(Ine—1)5 b 12

Lemma 8.2. If v, < a < 507, then E[h(Br.0)] € (1+ 75¢) asy/p(z). In particular, E[h(Bs.q)] >

1% fore < 1.
We prove Lemma 8.2 in Appendix E.
Lemma 8.3. If v, < a < 507, then Var [h(f;,4)] < 100.

O

Proof. For every y € §2, let 1,¢y, , be an indicator for the event “y € V, ,”. Note that:

Var [14(Va,a)] > (uly)? Var [Lyey, , |
YyELz UMy
= Y (u®)*Prly € Vaol(1 = Prly € Vya))
yeL UM,
< (g, 00) X u)Prly € Veal < 12000) - Elu(Vi)
yELz UMy
yELzUMy
Since 1? %ﬂ‘:a =H %’;5})’ we can now bound its variance.
1.2u(z) E 1.2E 205,
Val“ |: 517701 :| — Var |:IU’(V$104):| S /’L(x) [,U/(QVJJ,O():I — [M<V$7a)] — 1 20[5 — 120[/733 S 100
1= Bra () (u(z)) p(x) ()
Observe that Var[h(fz,q)] < Var[lf%';‘a], since h is 1-Lipschitz with respect to 1?’5:(1. Hence,
Var[h(Bz.a)] < 100. O
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Lemma 8.4. For 0 <6 < grofss and = B+ 6, h(B) = h(B) + max{20, j5eh(8)}.
We prove Lemma 8.4 in Appendix E.

Lemma 8.5 (Generic bound). Let r,r1,r9 > 0. Let Xq,...,Xi be independent non-negative vari-
ables drawn from the same distribution, X = %Zle X; be their average value, and Y1,...,Yy be
another random sequence for which |Y;| < max{ri E[X],reX;} for every 1 <i < k. Ifr >r1 + 1o

then Pr [% S X+ V) £ Q£ E[X]} <Pr[X #(1+v)E[X]] forr = 5=,

Proof. In the following we show that if X € (1£ /) E[X] then + > (X; +Y;)
implies that the event “X ¢ (1=£1') E[X]” contains the event “+ > (X; +Y;) ¢
implies that Pr [} Y (X; +Y;) ¢ (1 £r)E[X]] <Pr[X ¢ (1++)E[X]].

€e(lxr)E [X] This
(1 £7)E[X]", which

Let Y = %Zle Y;. By the triangle inequality and the assumptions of the lemma,

K k
_ 1 1 ) i .
Y| < Z g i < — E max{r; E[X],rX;} < % E (r E[X] 4+ r2X;) = 1 E[X] + ro X

a i=1 i=1
Assume that X € (14 +/) E[X]. Combined with the previous bound we can obtain that:

k
ZX+Y =X+Y € (1+£/)EX]+£rBEX]+rnX

??‘\H

(1+£7)E[X]+r E[X] £ (1 £7)r E[X]
(17" +£r £ (1 £7")re) E[X]
= (10 +ri+ 1 +7)r))E[X]
(14 (1 +7r2)r" + 71 +72)) E[X]
(

= (1+7)E[X]
O
Lemma 8.6. Let Xi,..., X, be a sequence of My independent variables whose distribution is the
same as h(Bz.q). In this setting, Pr [ﬁl MU X A (1+ 1) E[h (533&)]} <22
Proof. By Chebyshev’s bound,
My
1 1 ﬁ [ (590 a)]
e S x (14 4e) E[h(ﬁx,an] < 2
[Ml i—1 4 (1€ E[h(Bra)])
100/ M
[Lemma 8.3] < - 5 00/M: 5
16¢ (E[h(ﬁx,o)])
1 1 1
Lemma 8.2] < 600 600 600 50

< _ _ 20
M1220.92 ~ (9600/£2)e2-0.81 9600 -0.81 243
O
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Lemma 8.7. The sequence ( x(l), ey V;,;(Ml)) drawn by the algorithm is -close to a sequence of

12°
M independent drawings of V.

Proof. Clearly, the Vz(i)s are fully independent. For every 1 < ¢ < M, the distribution of Vx(i) is
Ne,eq-close to the correct distribution of V. Hence, by a union bound, the distance between the two
sequences is bounded by 7. .qM;. By Observation 8.1, the latter expression is bounded by 1—12 O

Recall Lemma 4.6 about the correctness of Algorithm 14.

Lemma 4.6 (Estimate-scaled-result). Let 0 < a < 1 be an explicitly given input, and assume that
Yo < o < 507,. The output of Algorithm 14 is a random variable whose value, with probability 2/3,

. 5_.—1
is (1 £e/2)asy/u(x), at the expected cost of O (log L. %W) samples.

Proof of Lemma 4.6. During Step 6, for every i, in the ith iteration we draw Ag) and Vafi). These
correspond to some 3; = B o (A((; ), Vz(l)), which are not accessible to the algorithm, but are estimated
by Bi. By Lemma 8.7, the sequence (Vx(l), e Vx(Ml)) is 1—12—close to a sequence (Ugﬁl), R Ugng)) of

M independent samples of V,, drawn according to its correct distribution.

For the analysis, we consider an optimal coupling of (Vx(l), cee Vm(Ml)) with the above hypothetical
sequence (Ua(;l), ey U;Ml)). The good event Geqy, Whose probability is at least %, is defined as

the event that U® = V@ for all 1 < i < M;. This leads to a coupling of Algorithm 14 with a

logically-equivalent algorithm that uses the U;((;i) sets instead of the Vx(l) sets, where the behaviors
of Algorithm 14 and the hypothetical algorithm are identical when conditioned on Geqy -

Recall that §; is the median of [301n M| estimations of 8; + ¢, each of which is successful with
probability at least 2/3 (under the assumption that Geqy happened). Since M; > 150, Bi=pBi+0
with probability at least 1—241—M1 (Observation 3.32(e)). Let Gest be the good event /\%11 (B; = Bi%6).
Then by the union bound Pr [Gest|Geqv] > %.

Assume that Geqv N Gest happens. Let h(@) = X; +Y;, where X; = h(3;) and Y is the additive
error, which according to Lemma 8.4, is bounded by 2§ + 2—10&%(@) =20+ %EXZ'. Combined,

Pr [z} o+ <1 + ;5>E[h(ﬂx,a)]] < Pr[=Geqv] + Pr[Gest|Geqv] +

+Pr [13 # (1 + ;€>E [h(Bz,a)] ’Geqv A Gest]

My

1 1 1 1
< = _ ) . -
()= Tyt gy P 0¥ # (1 3o BlASea G
M,
1 1 Z 1
i=1
1 50 1
6 < - <=
[Lemma 8.6] < 8+2 353
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(¥): since X; and Y; are independent of Geqy.
1

(#*): we use Lemma 8.5 with the parameters r = 3¢, 11 = 2§ < 3005 ro = 05 This results with

rs 1, _ r—ri—ry ~ £/3—/300—e/20 _ (7/25)e - (7/25)c
r’ > ge. An explicit bound: 7’ Tim = 1+e/300 = 14/300 = 141/300 > g

Overall, with probability at least 2/3,

b= (1+¢/3)E[h(Bs.a)] om0 (I1+e/3)(1te/10)as,/pu(z) = (1 £&/2)asy,/u(x) O

9 Applications

In this section we efficiently solve three tasks in the fully conditional model. In each of the tasks, we
first construct an algorithm (or adapt an existing one) for an interim model in which one can obtain
samples from the distribution along with informational queries about the distribution function itself,
where the latter are received with some restrictions on availability and accuracy. Then we plug in
our core estimator to provide these queries using conditional samples to complete each task. The
lemmas providing this mechanism are Lemmas 9.10, 9.23 and 9.24. Appendix D holds another
another such lemma which might be useful in the future.

9.1 Additional notations
The following definitions relate to the restrictions that are imposed on our interim querying model.

Definition 9.1 (e-approximation function). Let p be a distribution over €. A function f : Q —
[0,1] is an e-approzimation function with respect to p if f(z) € (1 £ ¢e)u(x) for every z € Q.

Definition 9.2 (CDF c-truncation function). Let p be a distribution over €. A function f: Q —
[0,1] is a CDF c-truncation function with respect to p if:

e For every x € ) for which CDF,(x) > ¢, f(z) = p(x).
e For every z € § for which CDF,(z) < ¢, f(z) € {0, u(x)}.

Definition 9.3 ((c, ¢)-approximation function). Let u be a distribution over Q. A function f: Q —
[0,1] is a (¢, &)-approximation function with respect to u if:

o f(x) € (1E£e)u(x) for every x € Q for which CDF,(x) > c.
o f(xz) e (1Ee)u(x)U{0} for every x € Q for which CDF,(z) < c.

Observation 9.4. Let p be a distribution over Q. A (c,e)-approzimation function h can be seen
as a (1 £¢e)-multiplicative approximation of a c-truncated function f (that is, h(x) € (1£e)f(z) for
every x € ).

The following oracle definition is a restricted variation of the “explicit sampler” model of [CFGM16].

Definition 9.5 (r-error (¢, €)-explicit sampling oracle). Let p be an input distribution over a set Q.
The r-error (c, e)-explicit sampling oracle for p has no additional input, and outputs a pair (x, p),
where z € () distributes like p and with probability at least 1 — r:

o If CDF () > c, then p is in the range (1 & ¢)pu(x).
e If CDF,(z) < ¢, then p is in the range (1 £ &)u(x) U {0}.
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The probability of error in the estimation of u(x), as well as the distribution over the estimated
value, is independent of these probabilities for other elements. The oracle guarantees consistency,
which means that if some element y is drawn more than once, then all pairs of the form (y,-) have
the same second entry.

Observation 9.6. An r-error (¢, e)-explicit sampling oracle can be seen as the following ensemble:
o A (c,e)-approximation function gyun : 2 — [0, 1].
o An arbitrary error function gey : € — [0, 1].

o A random correctness vector u € {0,1}? whose entries are drawn independently, and for every
e, Prluy =1]>1—r.

e The estimation outcome of the drawn x ~ p is h(x) = gyuwn(z) if upy = 1 and h(z) = gerr(x)
if uz = 0.

The function giuth and gerr can be drawn from an arbitrary distribution over such functions.

The following oracle definition is a restricted variation of the “sample and query” model, first defined
in [RS09] as the evaluation oracle.

Definition 9.7 ((c, e)-peek oracle). Let i be an input distribution over a finite set Q2. The (c, €)-peek
oracle for p gets an element x € € and returns:

e An arbitrary real number in the range (1 +¢)u(x), if CDF,(x) > c.
e An arbitrary real number in the range {0} U (1 £ ¢)u(x), if CDF () < c.

This definition is stricter than the definition commonly used in other works, in that the set of
x € Q) for which “0” is an allowable answer is fully determined by p itself, rather than depending
on artifacts (and at times probabilistic events) of the algorithm that simulates it.

The oracle guarantees consistency, which means that if the algorithm makes more than one query
to an element x then it receives the same answer to all of them.

Observation 9.8. The (c,e)-peek oracle for a distribution p can be seen as the querying of an
arbitrarily (and possibly probabilistically) predefined (c,€)-approximation function (Definition 9.3).

Observation 9.9 (Amplification of testing). Assume that we have a decision test whose answer is
correct with probability at least 5/8. Then the majority answer of 3 indpendent trials is correct with
probability at least 2/3 and the majority answer of 45 independent trials is correct with probability
at least 3/4.

We provide a proof for Observation 9.9 in Appendix F.

9.2 Learning of histograms

We first prove a generic lemma about a reduction from the (c,e)-explicit sampling model to the
fully conditional model.

Lemma 9.10. Consider an algorithm A whose input is a distribution p over Q0 of size N and its
output is an element of a set R, and whose access to u consists of making at most q calls to the
r-error (c, €)-explicit sampling oracle.
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Assume that for every input p there exists a set R, C R for which Pr[A(n) € R,] > %, where the
probability is over a draw of the outcome sequence resulting from the algorithm’s calls to a valid
r-error (c,e)-explicit sampling oracle (along with the algorithm’s internal randomness).

In this setting, there exists an algorithm A’ in the fully conditional model whose sample complexity
is O(q- (loglog N+1/e*)-poly(log r=!,log ¢!, log 1)), such that for every p, Pr[A'(n) € R,] > 2.

Proof. Without loss of generality, we assume that the algorithm draws exactly g samples z1,...,24 ~
p and receives pi,...,pq such that in expectation the fraction of errors is at most .

We run A and simulate the outcome estimation of the explicit sampling oracle while keeping “history
records”. In the ith call to the explicit sampling oracle we:

e Draw x; ~ u, independent of past calls.

e Check whether x; = z; for some j < ¢ — 1. If such a j exists, then we re-use the estimation
for p(zy).

o If z; ¢ {x1,...,xi—1}, then we use the median of [30In7"'| independent calls to Estimate-
element (Theorem 4.1) with parameters (c, €).

Clearly, the sequence 1, ..., z, is independently and identically distributed like p. By Observation
3.32(d), the probability to wrongly estimate an individual pu(x;) (that is eligible for estimation) is
bounded by %r, independently for every distinct x;. Hence, we fully simulate the r-error oracle
without any additional error.

By Corollary 4.3, the expected complexity of a single estimation of z; ~ u is O(loglog N) +

€2 et

1 <i < g. Overall, the expected sample complexity is bounded by

poly(loge™!) - O <1°g27€_1 + log C_1>. We repeat this [30In7~'| times for amplification for every

O(q - (loglog N 4 1/¢) - poly(log 7, log ¢ ™1, loge ™)) O

Most of this subsection is dedicated to an algorithm for e-learning the histogram of u at the cost
of O(log(N/e)/e3) explicit samples. It works using the bucketing technique of [BFF*01]: instead
of considering the distribution itself, we consider a “lower resolution picture” that results from
categorizing the possible values of u(x) by powers of (1 — O(g)) that are close to them.

We start by stating a folklore lemma for learning a distribution over a small domain.

Lemma 9.11 (Folklore). Let p be a distribution over {1,...,n} for n > 16. Assume that we
construct a distribution ' over {1,...,n} as follows: we draw q independent samples from u, for
every 1 < i < n let X; be the random wvariable counting the number of occurrences of i in our
samples, and let /(i) = X;/q. If ¢ > n/e?, then with probability at least 8/9, drv(u, 1) < & and
W' (i) < 2max{e?, u(i)} for every 1 <i < n.

Proof. Let E C {1,...,n} be an arbitrary event. By the construction, p/(E) = %ZieE X;. By
Chernoff bound,

Pr |1/ (E) — u(E)| > £] = Pr[Bin(g, u(E)) # p(E)q + eq) < 2¢7%71 < 272" < 2777
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By the union bound, the probability to deviate even once is bounded by 2" - 27775 < 3% Hence,
with probability at least 31/32, dpvy(u, ') = supg |W(E) — W/ (E)| < e.

Additionally, consider 1 < i < n and let p; = max{e?, u(i)}. By Chernoff bound,
Pr [1/ (i) > 2pi] < Pr[Bin(q,pi) > 2piq] < e3P0 < ™5 (/) = ¢7n/3

By the union bound, the probability that u/(i) < 2max{e?, u(i)} for any 1 < i < n is bounded by
n-e 3 <
=129

By the union bound, the probability of any “bad event” occurring is at most 3% + Tl.g < %. O

Before we present the learning algorithm, we formally define the histogram buckets we wish to learn.

Definition 9.12 (Bucket function). Let € > 0, t > 2+ In(N/e?)/e, and u be a distribution over
of size N. A function f: Q — {1,...,t;00} is a bucket function if for every x € Q:

o If u(x) > e7*=2) and CDF,(x) > ¢, then pu(z) € e =(/@)+2),
e Otherwise, f(z) = 0o or p(z) € e =(f(#)+2),
Lemma 9.13. Let h be an (e, €)-approximation function of p. The function f(x)=[—Inh(x)/(2¢)],

where values larger than t are mapped to oo, is a 2e-bucket function of .

Proof. For every z € Q for which pu(z) > e 2(*=2) and CDF(x) > ¢ (noting that such a value is
never mapped to the oo-bucket):

In h(z) In h(z)

2e
e—2€(f(:c)+2) < elnh(m)—4a _ 6_4Eh(:€) < M(UU) < €2Eh(a}> _ elnh(:{:)+2€ < e—25(f(oc)—2)

O

Definition 9.14 (Bucket distribution). Let ¢ > 0, t > 2 +In(N/e?) /e, p be a distribution over Q
and f:Q — {1,...,t;00} be an e-bucket function. The bucket distribution of p with respect to f
is the distribution py over {1,...,t;00} for which pr(i) = Pro~u[f(z) = 1].

Definition 9.15 (Bucket-transform T /). Let ¢’ > 2e. The bucket transform from e to €', T, o :
N U {oo} = NU {oo}, maps oo to itself and every i € N to [ 5i].

Lemma 9.16. Let f be an e-bucket function of a distribution p with respect to some t > 2 +
In(N/e?)/e. For e > 2 and t' = 2+ | 5(t —2)|, the function g : @ — {1,...,t';00} defined as
g(z) =T, o (f(x)) is an '-bucket function of p with respect to t'.

Proof. For validity, observe that In ((¢'/e)?) /¢’ > 1 and hence we can obtain:

- L*(t_Q)J > 1+§.ln(1\£/52) . ln(N/(a’)Q):,ln((e’/a)z) 94 ln(Ngl(a’)Q)

Also, observe that &/(t' —2) <&’ 5(t — 2) = £(t — 2) and that ¢’ > [5t].

E/
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Consider z for which f(z 0. By definition of f, f(z) € e 'In (x) + 2. By definition of g,

) #
gl@) =5 (e ds £2) £ 1= () My £ (25 +1) € () Ty £ 2
Consider z for which f(z) = oo (and hence g(x) = oo as well). If CDF,(z) < e then CDF,(z) < ¢’
as well. Otherwise, p(z) < e (=2, In this case, by the constraint of ¢/, u(z) < e~ #~2) as
well. .

Lemma 9.17. Lete >0, N > 1,t>2+1In(N/e?)/e. Let p, T be two distributions over ) of size
N and fu, fr : Q@ = {1,...,t;00} be e-bucket functions for p and T respectively. Let jiy, and Ty, the
bucket distributions corresponding to (u, f,.) and (T, fr) respectively. In this setting, Du(p;7) < €’
for &' = dry (g, 7s,) + 5e + 162

Proof. For every i € {1,...,t;00}, let B = {z € Q: f,(z) =i} and B] = {z € Q: f (z) = i}.
Also, let (L', R") (resp. (LZT RZT)) be a partition of B! (resp. BJ) for which |L!| = min {|B!'|,|B]|}
(vesp. |LT| = min {|B"|,|B]|}). Let L* = LA U{J'_, L¥, and analogously define R*, L7, R" as the
corresponding unions.

Let m be a permutation over €2 such that for every i € {1,...,¢;00}, 7 maps L' onto L7, and also
maps R* onto R™. Such a permutation exists since |L!'| = |L7| for every i € {1,...,t;00} and
|[R#[ = N —|LF| = N = |L7| = |RT].

u(=) +de _
@y €€ =

Clearly, elements in L* \ L, are mapped to elements in the same bucket, hence
1 + (4e + 16¢?) for such elements. The mass of the other elements is bounded by:

t

t
u(B) + D w(RY) < p(Bh) + Y e 0 max {0, |Bf'| - |B][}
i=1

i=1

For the first part: every element with p(z) < e=*(#=2) has CDF,(z) < N - e~en(N/e?)/e) — o2 ¢
hence for BE; it suffices to only consider elements with CDF,(z) < . Their mass is bounded by &
due to the definition of CDF . For the second part:

t

Ze (=2) max {0, |BI| —|B]|} < Zeff(’;z) maX{O,es(HZ)u(BZH) - 65(1;2)7'(317)}
i=1 1=1
t
= > max{0,e*u(BY) - 7(B])}
i=1
= ZmaX{Ou )—71(B])+ (46—1)/1(35)}
t
<3 ma (0u(BY) — 7(BD)} + (¢~ 1) S (BT
i=1 =1
< drv(pg,, 7r) + (4 + 16¢7)
Overall, Pry, [u(z) ¢ (1 £ (4e +16¢?))7(2)] < dov(py,, 7, ) + 5e + 1662 O
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Lemma 9.18. Let N > 1, ¢ > 0 and t > 2+ In(N/4e?)/2e. Let p be a distribution over Q and
let f,, be a 2e-bucket function with respect to pn and t. Let v be a distribution over {1,...,t;00} for
which drv (puy,,v) < 6e. In this setting, the following constraint problem is algorithmically solvable
given full access tot, e, N and v:

e >l N;<N.
2521 Nip; < 1.
S |INips — v(i)] < 12¢.

For every 1 <i¢ <t: N; > 0 is an integer.

o Forevery1l <i<t:e 2042 <y < e=2e(i=2)

Proof. Solvability: recall Definition 9.14, and observe that the following is a feasible solution: for

every 1 <i<t, Ny = |{z: fu(x) =i}| and p; = #%Fi).

Computability: by simple arithmetic N; < (12¢ + v(i))e?(*2) for every 1 < i < t, hence the search
range for (NV1,..., Ny) is finite and can be exhausted algorithmically. The algorithm considers every
assignment of (Ny,...,N;) within their bounds, solves the corresponding LP problem (a sum of ¢
absolute values can be converted to to 2! linear constraints) and tests the feasibility of the result
assignment. O

Note that the time complexity relating to the above lemma is large. If we allow the algorithm to find
a solution relaxing the third condition to S"i_; |Nip; — v(i)| < 24¢ for v satisfying the assertions
of the lemma, then we can greatly reduce the time complexity, and this is still sufficient for the
histogram learning task. We do not prove this here.

Algorithm 15 solves the histogram learning task by drawing O(t/£2) sample elements, and estimating
their mass to associate them with their buckets, possibly with a +2-additive shift.

Lemma 9.19 (Learn-histogram-buckets). Algorithm 15 makes O(log(N/¢)/&3) calls to the é-error
(¢, é)-explicit sampling oracle, and with probability at least 2/3 returns a distribution g that is
6e-close to a bucket distribution of the form ug, for some 2é-bucket function f,, of .

Proof. By Observation 9.6, we can see the é-error (£, €)-explicit sampling oracle as a propagation
of the following;:
e An (,¢é)-approximation function gguen of .

e An arbitrary error function gey : Q — [0, 1].

e A correctness vector u € {0,1}* whose entries are drawn independently, where Prlu, = 1] >
1 —r for every z € Q.

e The estimation outcome of the oracle for x is h(x) = girun(z) if up = 1 and h(z) = gerr(z) if
U, = 0.

This way, the analysis can use h(y) instead of p, for the samples, noting that h(y) is also defined
for non-sampled y € €.
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Algorithm 15: Procedure Learn-histogram-buckets(é; i)
Oracle: The é-error (£, €)-explicit sampling oracle, & < 1/27.
Output: A distribution that is 6¢-close to some 2é-bucket distribution of .
Success probability: 2/3.
1. Let t « [In(N/&2)/2¢] + 2.
2. Let ¢ + [(t+1)/é2].
3. Set X1,..., X4 Xoo < 0.
4. For q times:
(a) Explicitly draw y ~ p and obtain p,,.
(b) Set f(y) < |32
(c) If f(y) = O:
i. Set f(y) «+ 1.
(@) T f(y) >t
i. Set f(y) + oc.
(e) Set Xf(y) <— Xf(y) + 1.
5. Let 75 the distribution defined as 75(i) = X;/q for every i € {1,...,t;00}.
6. Return 75.

Let f and f’ be the functions that map every x € € to its 2é-bucket according to gyugn(x) and
h(z) respectively. More precisely, the bucket associated with the mass p (which can be obtained
from ggpuen or from h) is [—Inp/(2€)] (or oo if larger than t). By Lemma 9.13, f is indeed a bucket
function of p.

Since py and pp are mappings of p with respect to f and f, drv(py, ppr) < erﬂsf(x)#f,(x) ().
For every z, the probability that giuen(2) # h(z) is bounded by €, and hence E, [drv (pif, )] < €.
By Markov’s inequality, with probability at least 4/5 over the choice of the correctness vector wu,
drv(pg, pgr) < 52.

By Lemma 9.11, with probability at least 8/9, the distribution 75 constructed by the algorithm is é-
close to pyr. By the triangle inequality and the union bound, with probability at least 1-1/9-1/5 >
2/3, drv(7p, ) < drv(tp, py) + dov(pg, py) < €+ 5¢ = 62.

The sample complexity is trivial. O

The histogram learning algorithm works by converting the (approximated) distribution over buckets
back to a distribution over €.

Lemma 9.20. Let p be a distribution over Q = {1,...,N}. Algorithm 16 solves the e-histogram

learning task at the cost of O(log(N/e)/e%) calls to the sise-explicit sampling oracle.

Proof. By Lemma 9.19, with probability 2/3, the call to Learn-histogram-buckets returns a distri-
bution 7p that is 62-close to some 2&-bucket distribution of p. Let f, be a 2é-bucket function of
p for which 75 is 6é-close to puy,. Lemma 9.18 implies that the constraint problem defined by the
algorithm in Step 2 is solvable.

Observe that 7p(00) < iy, (00) + 66 < 22 . N+ 6 = 62 4 422,
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Algorithm 16: Procedure Learn-histogram(e; )
Oracle: The é-error (£, €)-explicit sampling oracle for € = 3—(1)05.
1. Let 75 < Learn-histogram-buckets(, 11).
2. Solve the following constraints problem: (Solvable by Lemma 9.18)
i Ele N; < N.
o > Nipp; <1
o S Nipi — 75() < 122,
e For every 1 <i <t: N; > 0 is an integer.
e For every 1 <7 <p: e 26(i+2) <p; < e 26(i-2),
3. Let s « 2521 szz
4. Construct a function f’: Q — {1,...,¢;00} such that for every 1 <i <t there are
exactly NN; elements for which f(z) = 4. The other elements are mapped to co.
5. Construct a distribution 7/ over 2 where for every 1 < i < ¢ there are exactly NV;
elements whose probability mass is exactly p;/s. The other N — Ele N; elements have
Zero mass.
6. Return 7’.

Observe that 7/(c0) = 0, and note that s =S¢, Nyp; > S0t 75(i) — 126 = (1 — 7(00)) — 12¢ >
1 — (188 + 4£2). Also, s < 1 by the constraints of the construction.

Since s = 1+ (184 + 4£2), s=! =1 £ 20¢ and hence:

t

D INipifs =7 = > |(1+208)Nipi — 75(3))|
=1

=1

IN

t t
20252 N;p; + Z ‘Nz‘pi - TB(i)|
=1 =1
< 20€-1+12¢ = 32¢

Considering Definition 9.14 and Lemma 9.16 with respect to £ and &’ = 16 - 2¢, let:
o ' =2+ |(t—2)/16].
e vp be the map of 75 according to Ths 392, that is, vg(j) = Zi%é s0e(i)=j T8(7).

e f’ be the 32é-bucket function of 7/ with respect to t/, defined such that every element with
mass p;/s is mapped to the T 302(7)th bucket.

. f[/L be the 32é-bucket function of p with respect to ¢’ that is constructed from f, by Lemma
9.16.

Observe that vp is 6é-close to i £l since 7 is 6¢-close to g, , and that p £l is a 32é-bucket distribution
of p.

By the construction, TJ/”(OO) = 0 and T}/(i) = N;p;/s for 1 < i < t. We can use the bound for
2221 |Nipi/s — T5(i)| to obtain:
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dry(tp,vp) < drv(Th,7B)

1 1 . aon | o2
= 5o Z’NZpZ/S—TB()’ 5 (62+48%) + .325219a+2s

By the triangle inequality, drv (us,, 7p) < dov(pg,, ve)+drv(ve, Th) < 664 (1964282) < 256+4£2,
By Lemma 9.17, Dy (u; ') < & for

e = drv(pg,, ) +(5(328) +16(328)%) < (256+46%)+(1602+16384¢%) = 1856+16388% < 300¢ = &
O

At this point we recall Theorem 9.21 and prove it.

log N 1og log N
e’

Theorem 9.21 (Learning histograms). We can use O( - poly(loge™ 1)) conditional

samples to solve the e-histogram learning.

Proof. This is an application of Lemma 9.10 over the O(log(N/¢)/e3)-sample algorithm for learning
histograms stated in Lemma 9.20. O

Since label-invariant properties are determined by histograms, we can obtain a universal tester for
label-invariant properties.

Corollary 9.22. There exists a universal tester for e-testing every label-invariant property P using
O(log N/<" - poly(loge™1)) conditional samples.

Proof We learn a distribution 7 for which Dy (p;7) < 45 and accept if there exists any distribution
' € P for which Dy(p';7) < les. By two applications of Lemma 3.9, if We have accepted due to
some 7 then there are two permutations m and «’ such that dry(u, 77) < 3¢ and dpv (i, 7 T) < je.

1
2
By the triangle inequality (and invariance under permutations) we obtain drv (i, (o (/)" 1)u') < e
as required. O

9.3 Total-variation distance estimation

We first prove a generic lemma about a reduction from the (¢, €)-peek model to the fully conditional
model for inputs consisting of multiple distributions. The analysis here has a penalty of O(1/¢) in
comparison to Lemma 9.10, since we no longer assume that a queried element x is drawn from the
distribution it is queried from, which requires the use of Corollary 4.2 (worst case cost) rather than
Corollary 4.3 (expected cost).

Lemma 9.23. Consider an algorithm A whose input is a k-tuple fi = (u1,. .., pr) of distributions
over Q,...,Q (respectively), and its output is an element of a discrete set R. Assume that A draws
at most ¢ samples and makes at most q calls to the (c,€)-peek oracle. Let N = max {|Q],..., [}

Assume that for every input [i there exists a set R; C R for which Pr [A(ﬁ) € Rﬁ] > % for every
possible valid outcome sequence of the (¢, e)-oracle (i.e., one that comes from an (g, ¢)-approzimation
function corresponding to the oracle).
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In this setting, there exists an algorithm A’ in the fully conditional model whose sample complex-
ity is O(q - (loglog N + 1/e%¢c + 1/¢%) - poly(log q,log ¢~ 1, loge™1)), such that for every input [i,
Pr [A'(ji) € Rz] > 3.

Proof. We run A and simulate the outcome of the e-peek oracle. In each call to the (c,¢e)-peek
oracle with = € Q; and p;, we call Estimate-element with parameters (u;,c,e) on x; (Theorem
4.1). We amplify the success probability to 1 — Tiq using the median of [301n(12¢)] such calls
(Observation 3.32(d)). Each time we estimate the probability mass of an element, we record it in a
“history”. If the same element is queried again later, we use the history record rather than calling
the Estimate-element procedure again. This guarantees the consistency of the oracle (required by

Definition 9.7).

The probability to have a wrong estimation is bounded by ¢ - Tiq = i. Hence, the probability

to correctly simulate the (c,e)-peek oracle is at least 23/24. If the simulation is correct, then the
output of the simulated A belongs to R with probability at least 2/3. Overall, the probability of
the simulation to output an element in Rj; is at least 2/3 —1/24 = 5/8.

By Corollary 4.2, the worst-case complexity of a single estimation of  is O(poly(logc~!,loge™!)) -

O(loglog N + i + log;‘f - ). We repeat this O(log q) times for amplification for ¢ requests. Overall,

the expected sample complexity is at most O(g-(loglog N+1/e2¢c+1/£%)-poly(log g,log ¢!, loge™1)).
O

Lemma 9.24. Consider a testing algorithm A for some property P with success probability 2/3
whose input is a k-tuple i = (p1,...,pur) of distributions over Qq,...,Q (respectively). Assume
that A draws at most q samples and makes at most q calls to the (c,e)-peek oracle. Let N =
max {|Q|,...,|Q%|}

In this setting, there exists a testing algorithm A’ for P with success probability 2/3 in the fully condi-
tional model whose sample complexity is O(q- (loglog N +1/e%c+1/e%)-poly(log q,log ¢, loge™1)).

Proof. Let R = {ACCEPT,REJECT}. By Lemma 9.23, there exists a testing algorithm A" in the
conditional model with the guaranteed sample complexity and success probability at least 5/8. We
define A’ as a majority-of-3 amplification of A”. The success probability of A’ is at least 2/3 by
Observation 9.9. O

Most of this subsection is dedicated to an algorithm for estimating drv (i, 7) within +e-additive
error at the cost of O(1/¢?) samples and O(1/e?) calls to the e-peek oracle.

Lemma 9.25. For every pair of c-truncated functions fy, fr : Q@ — [0, 1] with respect to p and T,

drv(p, 7) = % <x§u [max {0, 1— JZ(%) H + E [max {0, 1— Ji‘((j)) }D +2¢

We defer the proof of Lemma 9.25 to Appendix F.

Lemma 9.26 (Estimate-bounded-ratio). Let u be a distribution over Q and let f,g : Q@ — [0,1]
be two inaccessible functions. Assume that we have oracle access to functions f,g : Q@ — [0,1]
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Algorithm 17: Procedure Estimate-bounded-ratio(y, €, f, g; f,g)
Input: f and g, inaccessible to the algorithm.

Input: Oracle access to f(z) € (1+¢&)f(z) for every z.

Input: Oracle access to g(x) € (1 +¢)g(x) for every x.

)
) €
Output: Y =E,, {max {O 1- %H + 4e.

Success probability: 5/6.
1. M« [6/¢%].
2. For i from 1 to M:

such that for every x € Q, f(z) € (1 +e)f(x) and §(z) € (1 +e)g(x). Algorithm 17 estimates
E, [max {O, 1— %H within +4¢ and success probability 5/6, at the cost of O(1/£?) oracle calls.
Proof. Tt suffices to show that X estimates E, [min {1, @) H within +4e-error with probability at

g(z)
least 5/6.
We explicitly bound the additive error in a single trial. If g((mg > % then (—g > 1, and hence
min {1, %} = min {1, %} =1.1If féz)) < %€ then the error (HEE - 1)% is bounded by +3e.

For ¢ = {6/62—|, let Xy,...,X, be independent samples of min {1 gég }, each costing two oracle
calls. Let X = % ;-1:1 X;. Clearly, all X;s are bounded between 0 and 1, hence their variance

is bounded by 1 as well. An average over [6/52] trials has variance Var[X] < 65 and hence by
Chebyshev inequality, the probability to deviate by more than e is bounded by 1/6.

Overall, with probability at least 5/6,

X:E[min{l,gég} igz(]i][min{ ,%}]ii&a)ie:%[min{ ,%Hi% 0

Lemma 9.27. Let p and 7 be two distributions over Q = {1,...,N}. Algorithm 18 estimates
drv(p, T) within +e-additive error at the cost of O(1/€%) samples and O(1/€?) calls to the ge-peek
oracle.

Proof. By Observation 9.8, the é-peek oracles (for p and 7) can be seen as query oracles of (¢, €)-
approximation functions h, and h,. By Observation 9.4, these h, and h, can be seen as (1 £ é)-
approximations of é—truncated functions f,, fr
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Algorithm 18: Procedure Estimate-dpv (e; p, 7)
Oracle: The (£,&)-peek oracles of 1 and 7 for & = Ze.
1. Let f, be a non-accessible, arbitrary é-truncated function of u, implicitly defined by the
output of the peek oracle.
2. Let f; be a non-accessible, arbitrary é-truncated function of 7, implicitly defined by the
output of the peek oracle.
3. Consider the following functions:
e f(x): fu (not accessible).
e g(x): fr (not accessible).
e f(x) is the oracle call to the (£,£)-peek oracle in .
e ((z) is the oracle call to the (¢, £)-peek oracle in 7.
4. Let X* «+ Estimate-bounded-ratio(u, ¢, f, g; f,g).
. Let X7 < Estimate-bounded-ratio(7, ¢, g, f;g,f).
6. Return %X“ + %XT.

ot

By Lemma 9.26, with probability at least 2/3 (a union bound over two 5/6-success events):

Xt = E[max{(), fT(x)HiéLé

y2i
T _ f x =
X = J;J[max{o, f:“(x)}] + 4¢

If this happens, then:

1 1 1 1
- Xt 4+ -X" = —E[X!|+-E[XT]+4¢
[Lemma 9.25| = (dpy(p,7)+28) +4é =dpy(p,7) £ 66 =dry(p,7) e

We now recall Theorem 1.4 and prove it.

Theorem 1.4 (Almost-tight upper bound for distance estimation). Let u, 7 be two distributions
over Q ={1,...,N} ande > 0. There ezists an algorithm for estimating drv (u, ) within e-additive
error using O((loglog N/e% 4+ 1/¢7) - poly(loge™')) conditional samples.

Proof. This is an application of Lemma 9.10 over the O(1/2?)-sample algorithm for estimating
dry(u, T) + € stated in Lemma 9.27. O
9.4 Non-tolerant testing of equivalence

In this subsection we present a non-tolerant e-test for equivalence of two distributions ¢ and 7. Our
result reduces the polynomial degree of 1/ in comparison to the trivial reduction from estimating
the distance between p and 7 within j:%s—additive error.
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Algorithm 19: Procedure Equivalence-Test-core(e; i, 7)
Oracle: The (5z¢, {-¢)-peek oracles for y and 7.
1. For [3/¢e] times:
(a) Draw x ~ u.
(b) Call the (3xe, 16
(c) Call the (165, 16E)-
(d) If|g/p— 1] > e/4:
i. Return REJECT.
2. Return ACCEPT.

e)-peek oracle for u, x to obtain p.
peek oracle for 7, x to obtain q.

\/\_/\/\_/

Lemma 9.28 (Based on [RS09]|). Let u and 7 be two distributions over Q = {1,...,N}. Algorithm
19 distinguishes between T = p and dpv (T, ) > € using O(1/¢) independent samples from p and
O(1/e) calls to the (Le, s¢)-peek oracle.

Proof. Let € = %5. By Observation 9.8, the (£,¢)-peek oracles for u and 7 can be seen as query

oracles to (¢, é)-approximation functions f, and f; (respectively).

If 4 =7 and CDF,(x) > £, then we expect that

1:|:€ 2 1
fu() ‘ ‘ 1‘§3€<4€.

If 7(z) < (1 —¢/2)p(x) and CDF,(x) > £, then we expect that 1 — ;;Eig >1- % (1-3e) > e

If o = 7, then in every iteration, the probability to draw z for which CDF,(x) > € is at least 1 — €.
By the union bound, the probability to reject is at most [3/e] - < 2. e =1

€

For drv(p,7) > ¢, let A= {x:7(x) < (1 —¢/2)u(x)}. By definition of the total variation distance,

(@) > () (@) () Hiw)
= E {max{(),l—T(x) }
Tl 1% .%‘)
1 1
< )14 p(-A) - ge < p(A) + e

Since drv (7, ) > &, we obtain that p(A4) > %5. The probability to draw an A-sample from u

which has CDF,(z) > &, and hence reject, is at least 1 — (1 — (3¢ — €)) 3/e1 _q (1- 1—765—:) [3/€] >
1—e 2/16 > 2 O

Lemma 9.29. Let u, 7 be two distributions over Q = {1,...,N}. There exists an algorithm for
distinguishing, with probability at least 5/8, between the case where p = T and the case where

drv(p, ) > € using:
e O((loglog N/e +1/e%) - poly(loge™!)) conditional samples at worst-case.
e O((loglog N/e +1/£%) - poly(loge™')) conditional samples in expectation if = 7.

Proof. We simulate every peek call of Algorithm 19 using Estimate-element and amplify its confidence
by taking the median of O(loge~!) independent calls. Lemma 9.23 implies the correctness and the
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worst-case complexity of this reduction. Since the success probability of the core algorithm is at
least 2/3 and the reduction error is at most 1/24, the success probability of the result algorithm is
at least 5/8.

Observe that if 4 = 7 then every call to Estimate-element (for answering a peek call) is performed
on a value x that was sampled from a distribution that is identical to the one for which it is queried.
This allows the use of Corollary 4.3 to obtain the expected-case complexity of the reduction when
nw=r. 0

We recall Theorem 1.3 and prove it.

Theorem 1.3 (Almost-tight upper bound for equivalence testing). Let p, 7 be two distributions
over Q@ ={1,...,N} and e > 0. There ezists an algorithm for distinguishing between the case where
p = 7 and the case where dry(u,7) > €, using O((loglog N/e + 1/&%) - poly(loge™1)) conditional
samples.

Proof. Let @ = O((loglog N/e + 1/€°) - poly(loge™!)) be the expected number of samples of the
algorithm that is guaranteed by Lemma 9.29 in the case where p = 7 (for any choice of p). Consider
the following algorithm: we run 45 independent instances of the algorithm of Lemma 9.29 and
take the majority answer, with the exception that if we make our (540Q + 1)st sample, then we
immediately reject and terminate the run.

If 4 = 7, then by Markov’s inequality, the probability to draw the (540Q + 1)st sample is smaller
than 1/12. Hence, with probability 11/12 the core algorithm runs successfully, and by Observation
9.9, it accepts with probability at least 3/4. By the union bound, we accept with probability at
least 2/3.

If drv(p, 7) > €, then either we terminate after 540Q + 1 queries and reject, or the core algorithm
runs successfully and rejects with probability at least 3/4. The probability to reject is at least
3/4>2/3. O

10 Lower bounds

10.1 Tight lower bound for the (c,¢)-estimation task

In this subsection we show a tight lower bound of (loglog N) for estimating the probability mass
of individual elements using conditional samples. Since the demonstrating distributions are uniform
over their support, the expected case and the worst case are identical.

For some integer 1 < k < log N, we define Dy, as the following distribution over inputs (in themselves
distributions over {1,...,N}): we draw a set K C {1,..., N} such that every element belongs to
K with probability 2% independently, and then return the uniform distribution over K.

Lemma 10.1. Let 1 < k <log N —loglog N — 8. With probability 1 — o(1/N) over the drawing of
.28

w from Dy, every element in the support of u has mass in the range (1 + %) ¥

Proof. By Chernoff’s bound, Pr[|K|€ (1+:5)27"N] > 1 — 2¢ w02 "N =1 — o(1/N). If this

happens, then every element in the support of p has probability mass ﬁ = ﬁ . % = (1 + %) %
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Let kpin = L% log NJ and kpax = (% log N]. We use kmin and kpax to define the “composed”
distribution over inputs: D draws k uniformly in the range {kmin, ..., kmax} and then returns the
pair (k, ) where p is an input distribution drawn from Dj.

Observation 10.2. Let (k,u) ~ D. A conditional-sampling algorithm that draws x ~ p and
estimates p(x) within 1+ é—factor with probability at least p can correctly obtain k with probability
at least p — o(1) for sufficiently large N.

Proof. If N is sufficiently large, then kyax < log N —loglog N — 8. With probability 1 — o(1/N) =
1 —0(1), the mass of individual elements in p is in the range (1 + %) % Hence, with probability
1 —p—o0(1), the algorithm obtains an estimation p € (1 + %) (1 + %) % = (1 + i) %

In this case, the algorithm can retrieve k using k = round(log(N/p)) since log(N/p) = log2* +
log (1 + %) = k +0.42. Hence, the rounding of log(/N/p) to the nearest integer results in k. O]

By Yao’s principle [Yao77], every probabilistic algorithm can be seen as a distribution over determin-
istic algorithms, and a lower bound against all deterministic algorithms using a single distribution
over inputs translates to a lower bound against all probabilistic algorithms. A deterministic query-
ing algorithm can be characterized as a decision tree, where every internal node (including the root)
holds a query, and every edge corresponds to a possible outcome.

Our interim models and additional notations

For our lower bound we investigate the relationship of three models. The first is not related to
distributions at all, and is just a model for the plain binary search task for a value k that is drawn
uniformly from the set I = {kmin, - - ., kmax}. The second model, a uniform “conditional” sampling
model, uses the responses to the comparison queries with k£ to provide additional simulated responses
to a conditional sampling oracle, although at this point no actual distribution is used.

The third model, a “leaking” conditional sampling model, draws a distribution g over @ = {1,..., N}
(whose size is 20(1 |)) using Dy, and complements the comparison queries with actual conditional
samples. In particular, the expressiveness of algorithms under this last model is at least as strong
as the expressiveness of algorithms that only take conditional samples from p. By Observation 10.2,
an estimation of an element drawn from p with high probability reveals the value of k. To finalize,
we show that the behavior of an algorithm under the leaking model is very close to its behavior
under the uniform model (which is fully simulated from just the comparison queries), and hence a
working estimation algorithm provides an algorithm that with high probability solves the binary
search problem for k. This implies the lower bound of Q(log|I]) = Q(loglog N).

Definition 10.3 (The n-range binary search model). For a parameter n and a fixed well-ordered
set I of size n, the input of the algorithm is some k € I, which is inaccessible. In every step, the
algorithm chooses some s and queries the predicate “s < k”. In the end, the algorithm chooses
k' € I. The algorithm succeeds if k' = k.

The following observation is well known, and easy to prove by considering the possible number of
leaves of a bounded depth binary tree.
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Observation 10.4. Fvery algorithm in the n-range binary search model whose success probability
is strictly greater than 1/2, over a uniformly random choice of k € I, must make ¢ > logn — 1
qQUETIES.

We define a common framework for the two conditional sampling models that we define shortly:
the uniform conditional model and the leaking conditional model.

Definition 10.5 (Common framework for conditional sampling models). For a parameter N, the
input of the algorithm is & € {kmin,...,kmax}, Which is inaccessible, and a distribution u over
{1,...,N}. In every step, the algorithm chooses a non-empty subset B C {1,..., N} and receives
a pair (b,y) where b € {“<”,“>"} and y € BU{"err”}. The behavior of (b,y) given k, 1, B and the
execution path so-far is determined by the specific model.

Note that the upper-bound algorithm for the estimation task in this paper interfaces with a model
that has no b component in the answers to its queries. The leaking model that we define below
provides conditional query access to a specific drawn distribution along with some additional infor-
mation given through the additional component. Also, the leaking model does not require a logical
guarantee that B has strictly positive probability mass in the input distribution p (a guarantee that
our upper-bound algorithm satisfies). The option for an “err” answer for the y component is used
by the leaking model to also handle zero probability condition sets.

Every algorithm in the common framework defined above can be described as a decision tree whose
internal nodes (including the root) hold the condition set B and whose edges are labeled with the
possible outcomes (b, ).

Definition 10.6 (Characterization of a decision node). A decision node u of a decision tree A is
characterized by:

o /, (short form: ¢), the node-distance of u from the root. (¢ =1 for the root).

e A sequence (by1,Yu1)s- -, (bugy—1,Yue,—1) (short form: (by,y1),..., (be—1,ye—1)) describing
the path from the root to w.

e A non-empty condition set B,, (short form: B).

Definition 10.7 (Set of already-seen elements, Ygq). Let u be a decision node characterized by
. def

(Cu, (i, Yu,i)i<i<tu—1,Bu). The set of already-seen elements is Yoiq(u) = {yut, - Yueu—1} \

{“err”} (short form: Ygiq).

Definition 10.8 (Set of ruled-out elements, Yyu). Let u be a decision node characterized by
. def
(s, (buis Yui)1<i<t,—1, Bu). The set of ruled-out elements is You(u) = Ulgjgzuflzyu,jz“err” By,

(short form: Ygyut).
The following defines the set of elements for which a node query can provide new information.

Definition 10.9 (Net condition set, net condition size). Let u be a decision node characterized by

(Cu, (buiy Yu,i)1<i<ty—1, Bu). The net condition set of u is B, B \ (Youa(u) U Youe(w)) (short form:
B'). The net condition size of u is s, = |B),| (short form: s).

Based on the above notations we define the uniform conditional model and the leaking conditional
sampling model.
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Definition 10.10 (The uniform conditional model). This model is based on the framework for
conditional sampling models. Let u be a decision node characterized by (¢, (b, yi)1<i<¢—1, B). The
behavior of (b,y), which is the outcome of the query to be made by wu, is defined as follows:

e If 5, < 2% then the outcome of the query is (“<”,y) for y uniformly drawn from B, N Ygq(u)
if it is not empty, and otherwise it is (“<”,“err”).

e If 5, > 2% then the outcome of the query is (“>", ) for y uniformly drawn from B, \ Yout(u)

if it is not empty, and otherwise it is (“>”,“err”).

In the end, the algorithm chooses k' € {1,...,n}. The algorithm succeeds if k' = k.

Note that this is essentially a simulation model, as it gives its query answers without taking any
samples from p. The following lemma indeed connects it to the “pure binary search” model.

Lemma 10.11. Every q-query algorithm in the uniform conditional model is behaviorally identical
to a q-query probabilistic algorithm in the n-range binary search model, where n = kyax — kmin + 1.
Specifically, such an algorithm is equivalent to a distribution over (deterministic) binary decision
trees that only use queries on whether s < k for some s (i.e., use only the b components of the
answers provided by the uniform conditional model).

Proof. Consider a decision tree in the common conditional framework, in which every edge is labeled
by a pair (b,y) for some b € {“<”,“>"} and y € B,,. For every node u in the decision tree, consider
the possible distributions over its children under the uniform conditional model conditioned on the
value of b and on the algorithm reaching this node.

If b = “<”, this means in particular that s, < 2¥. If B, N Yyq(u) = 0 then the edge labeled by
(“<”,“err”) is taken with probability 1, and otherwise the outgoing edge is chosen uniformly from
the set of edges whose labels are in the set {(“<”,y) : y € B, N Yoq(w)}.

If b = “>” this means in particular that s, > 2%. If B, \ Youw(u) = 0 then the edge labeled by
(“>7,“err”) is taken with probability 1, and otherwise the outgoing edge is chosen uniformly from
the set of edges whose labels are in the set {(“>",y) : y € By, \ Yout(u)}.

The common theme here is that the identity of w and the value of b by themselves determine a
set of outgoing edges, from which one is uniformly picked, without any dependency on the other
parameters of the input. This means that a run of this g-query decision tree can be alternatively
described by the following process:

e For every node u of the tree, one edge is picked uniformly from the set of the relevant outgoing
edges with b = “<”, and one edge is picked uniformly from the set of the relevant outgoing
edges with b = “>".

e Then, all edges in the tree that were not picked in the previous step are removed, after which
all nodes with no remaining path to the root are removed as well. In the remaining tree, the
edge labels are trimmed to include only the b component, which refers to a comparison of
some k' = [logs| with k. The result of this process is a deterministic binary decision tree
that can be run under the binary search model.

e Finally, the resulting tree is run with respect to the input k. O
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Definition 10.12 (The leaking conditional sampling model). This model is based on the framework
for conditional sampling models. Let u be a decision node characterized by (¢, (b;,yi)1<i<e—1, B).
The behavior of (b,y), which is the outcome of the query to be made by wu, is defined as follows:

e bis“<"if 5, < 2% and “>7 if 5, > 2K
e If u(B) > 0 then y is drawn from g when conditioned on y € B, and otherwise y = “err”.

Clearly, the leaking conditional sampling model is not weaker than any reasonable variant of the
classic conditional sampling model, and hence it is suitable for lower bound statements. All such
models behave the same when p(B) > 0, but the fallback behavior when p(B) = 0 is explicitly
defined by every model. The return of an error message in the case where u(B) = 0 provides the
most information among common fallback behaviors (uniform choice, minimum, etc.), which makes
it the best choice for lower bound statements.

In the following, A is a decision tree of height ¢ corresponding to a deterministic algorithm in the
common framework of conditional sampling models. Our random variables are:

® uUi,...,Ug+1 — the nodes on the execution path.
e v — an alias for the leaf ug41.

e (bi,y1),...,(bg,yq) — the outcomes of the queries. In other words, for every 1 <i < gq, (b;,y;)
is the label on the edge from u; to u;41. Note that y1,...,y, are generally random even that
the analyzed algorithm is deterministic.

e K —the support of the input distribution that is drawn according to Dy, (following the random
choice of k). It plays a role only in the analysis of the leaking model.

In the following, we refer to the set A that refers to the combination of the choice of k, the support
K (relevant for the leaking model), and the outcome (the leaf reached) of a run of the given
deterministic algorithm. The two distributions that we analyze over A are U, the one resulting from
the uniform model, and £, the one resulting from the leaking model.

In particular, note the following well-known common bound.

Lemma 10.13. LetU and L be two distributions over A. If there exists an event E C A for which
L(xz) > (1 —e)U(x) for every x € E, then drv(U, L) < € + Pry[-E].

We also use some shorthand. In particular, a set of leaves (or more generally, nodes) of the analyzed
algorithm (given as a decision tree) is identified with the event of reaching a node from this set.
Also, the notation Pry[FE|k| refers to the probability of an event E (usually given by a set of leaves)
when conditioned on the event of the specific k being drawn from the range {kmin, - - -, kmax }-

Analysis for the uniform model

Definition 10.14 (The set of improbable elements, Agman). Let u be a decision node characterized
by (4, (b, yi)1<i<e—1, B). Let uy, ..., us be its path from the root (where u; is the root and uy = u).
The set of small elements with respect to u and some k is Asman(u, k) = Ui<i<ps, <ok /100 v B,

(short form: Agman)-
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Definition 10.15 (The good events, Gy, g,il), g,f), QS’)). Let u be a leaf. Let uy,...,uq, ug+1 be
its path from the root (where u; is the root and ug41 = u). We define the following good events
about w:

° gl(cl): for every 1 <i <gq, sy, ¢ (10;N’810g3 N> 2

° g,(f): for every 1 <i < gq, y; ¢ Asman(ui, k).

o G for every 1 <i < g, if 5., > 2% -81og® N, then y; € By, \ Youa(u:).

e (. the intersection g,(j) A g,f) A Q,(:)).
Lemma 10.16. Let A be a decision tree representing a deterministic algorithm in the common
framework for conditional sampling algorithms that makes q < loglog N — 2logloglog N queries.
There exists a set G C {kmin, - - ., kmax} of size at least <1 — m n, for n = kmax — kmin + 1,

such that for every k € G, considering the (random) leaf u that the execution path reaches in the
. (1) log log log N

uniform model, Pry [u € g, )k‘} >1- %.

Proof. As observed in Lemma 10.11, a decision tree in the uniform model behaves as a distribution

over deterministic binary search trees, where every node u in such a tree corresponds to a comparison

of k with some s,, receiving an answer b € {“<” “>"}.

A binary decision tree of edge-height ¢ < loglog N — 2logloglog N has exactly 29 — 1 < %

decision nodes. For every decision node u;, there are at most ﬂog log N + log 8log? N] < 5loglog N

“bad” choices of k for which s,, € ( L 8log® N ) -2k Considering the whole tree, there are at

log N»
5log N
loglog N

most such bad choices.

For every k, let pi be the probability to choose a binary tree that k£ is bad with respect to it. By
linearity of expectation, Zﬁm‘“‘ pi is the expected number of ks that are bad with respect to the

:kmin
. . . 5log N
drawn binary tree, which is bounded by Toglog V-

5log N/ loglog N < 15log N/loglog N
n — log N -
The last transition is correct since n = kmax — Kmin + 1 > %log N.

For a uniform drawing of k between kmin and kmax, Ex [pr] <

1
15loglog N *

log log log N ]

By Markov’s inequality, there are at most m choices of k for which py > T5Toglog IV -

Lemma 10.17. Let A be a decision tree representing a deterministic algorithm in the common
framework for conditional sampling algorithms that makes q < loglog N — 2logloglog N queries.

There exists a set G C {kmin, - - -, kmax} of size at least (1 — m n, for n = kmax — kmin + 1,

such that for every k € G, considering the (random) leaf u that the execution path reaches in the
uniform model, Pry [u € Gglk] > 1 — %.
Proof. We use the set G provided by Lemma 10.16. For k € G, with probability at least 1 —

71f5glfggll§gg]]\\,[ , we reach a leaf u (on the g + 1st level) for which, for every 1 < i < ¢, s,, ¢

@, 8log® N) -2k Also, for every 1 < i < ¢, the probability that y; € Agman(ui, k) is bounded
by:
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e Zero if s,, < 2¥/log N, by definition of the model.

|A>mdll(uuk)| < > k
|Bulmyold Vsn, = 810 g ~ if 5., > 2 -8log® N.

Also, if s,, > 2¥ - 8log® N, then the probability to obtain an already-seen y; is bounded by
| Bu; MYora (i) q _
‘B“imYold(i)‘-FSui — q+2k-8log® N — log N*

log loglog N
15loglog N + 810g N + logN Z

N large enough. O

By a union bound, the probability of u to be good is at least 1 — (

__ logloglog N
1 10loglog N for

Analysis for the leaking model

Lemma 10.18. Let k be fized and let uw € Gy, be a leaf (node of depth g + 1) whose path from the
700t iS5 U1, . .., Ug, Ugy1. For every 1 <i <q, Agman(ui, k) is disjoint from Yoiq(u).

Proof. Let (b1,y1), ..., (bg, yq) be the outcome sequence. By definition, Yoiq = {y1,...,yq}\ {“err”}.
For i < j, the definition of G, eliminates the possibility that y; € Asman(u;, k).

For i > j, if y; € Asman(u;, k), then due to monotonicity, y; € Agman(ui, k) as well, a contradiction

to the definition of Gj. O
Observation 10.19. For a given k and a leaf uw € Gy, whose path from the root is ui,. .., uq, Ug+1,
1 su; < 2/log N, By, NYyq =0
Pr[ulk] = ﬁ W su; <2"/log N, By, N Yo # 0

= 5, >2F.8l0e3 N
‘Bui\Yout| = &

Proof. 1f s,, < 2F /log N, then by definition, y; is uniformly drawn from By, N Ygq, unless this
intersection is empty, and in this case y; is “err” with probability 1.

If s, > 2k . 8log® N, then since Yout (u;) € Agman(ui, k), |Bu; \ Yout| > ( SIOgN) |By,;| > 0.
Hence, by definition y; is uniformly drawn from By, \ Yout # 0. O

Lemma 10.20. For every k € {kmin, - - -, kmax} and leaf u € Gy (which is good with respect to k),
Pre [ulk] = (1 120 ) Pry [ulk].

Proof. Let uy,...,uq, ug+1 be the path from the root u; to ug1 = u, and let (b1, y1),. .., (by, yq) be
the sequence of answers in this path. Let ¢t be the number of indexes for which s,, > 2k . 8log® N.
Recall that since u € Gy, t is also the number of unique non-error values in y1, ..., yq.

We define the following good events corresponding to an input distribution p ~ Dy (which is fully
determined by the set K):

d Gl: {y17 o 7yq} \ {“err”} g K
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o G2 Agman(ug, k) is disjoint from K (in the rest of this proof, non-indexed instances of Agman
refer to this set).

e G3: for every 1 <i < g, if s,, > 2F- 8log® N, then | By, N K| < (1 + logN> 275 By, \ Yout|-

By the chain rule,

121‘ [u|kz] > 121‘ [u NGy NGo A Gglk] = 1:21‘ [G1|]€] . 1:21' [GQ VAN G3’k,G1] . 121‘ [u\k,Gl,Gg, Gg]

Clearly, Pro[G1]k] = (27)*.

For bounding the probability for Ga, we note that by Markov’s inequality, the probability that
Agman is disjoint from K is at least 1 — 2k . | Asman| > 1 — logLN' This holds also when conditioned
on Gp since Agman N {y1,...,yq} =0 (Lemma 10.18).

For nodes with s,, > 2~ - 8log® N, since Youi(u;) € Agman(us, k), we obtain that |Bu; \ Yout| >

(1 — m> |By,| (and by definition of Gy, we cannot get y; = “err” for such nodes).

By Chernoft’s inequality and a union bound,

[ 1
Pr[=Gylk,Gi] < g-Pr|Bin (]Bu\ — (t+ |Agman]) » 2"“) +1> (1 + logN> 27% 1B, \ Yout}

= ) ) )
(x) < q-Pr _B1n(|Bu\,2 k)+t><1—|—logN>2 k|Bu\Yout|]

o B 3 B
(xx) < q-Pr _Bln (|Bu\,2 k) +t> <1+410gN>2 k|Bu’]

- - 1 _
(+4x) < q-Pr _Bm (]Bu\,2 ’“) > (1+ 2logN> 2 ’“IBu!]

8log® N q
log N

- 1_
S q.e 1210g21\7

(*): since the random variable Bin (|Bu| ,2"“) has “more opportunities” to be bigger than a given

bound Bin (|By| — (t + [Agmanl), 27F).

(xx): since | By \ Yous| > (1 - ﬁ) |B,| and (1 + @) (1 - @) > (1 + @) for large
enough N.
(#x): since t < loglog N < m -27%|B,| and (1 + @) (1 - m) > (1 + 2101gN) for large
enough N.

By the union bound, Pry [G2 A Gslk,G1] > 1 — héqN.
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Finally,

|
.:Q

PZI" [ulk,G1, G2, G3] le" lilk, G1, G2, G3]

=1
1 Su; < 2/log N, By, NYyq=0
1
g . — w <28/log N, By NYyq#0
> H |BuiF1?Yold| Su, S 2'/log ' la 7
i=1 - Su; > 2k . 8log® N
(]- + 10gN> 27]{ |B’I,L1 \YOllt|
: 2kt kt t kt q
[Observation 10.19] =  Priulk] > 2" | 1 — —— | Pr[ulk] > 2" (1 — —— | Pr(u|k]
(1 L1 u log N/ u logN / u
log N
Combined,
_ 2q q 3q
Prlulk] >27%.(1- okt (1 — Prlulk] > (1 - —— ) Pr[ulk O
i [ulk] 2 ( logN> log N ur[u| I= log N ur[u| ]

Lemma 10.21. Consider a deterministic algorithm making q < loglog N — 2logloglog N queries
in the common framework for conditional sampling algorithms. For at least (1 — m n
choices of k, where n = kpax — kmin + 1, the distance between the distributions over execution paths
of the algorithm, when executed on either the leaking model or on the uniform model, is bounded by

1 L
Toglog N when considering p ~ Dy.

Proof. By Lemma 10.17, Pry [Gg|k] > 1 — % for (1 - m) n choices of k. By Lemma

10.20, if w € Gy, then Prz[ulk] > (1 - loz—qN) Pry[ulk]. Hence, by Lemma 10.13, the total variation

distance between the distribution of the respective runs is bounded by lo?éqN + lfglfggllggg]]\\,f < 31?5;3% N

logloglog N 1 :
T0Tog Tog IV < oglog N for these choices of k. O

We are now ready to prove our lower bound. Note that in particular it applies to algorithms solving
the (3, §)-estimation task.

Theorem 10.22. FEvery conditional sampling algorithm that, with probability at least p for a fixed
p > %, can estimate an element drawn from p within o factor of 1 + %, must draw (loglog N)

conditional samples.

Proof. By Observation 10.2, such an algorithm can compute k& with probability at least p — o(1)
when its input (k, p) is drawn from D (that is, & is uniformly drawn from {kmin, - - - , kmax} and then
w is drawn from Dy). By Lemma 10.21, unless ¢ > loglog N — 2logloglog N, the chosen k is with
probability 1—o(1) such that the same algorithm, when executed in the uniform conditional sampling
model, has its distribution over runs o(1)-close to the one produced by the leaking model. Hence
the algorithm can compute k& with probability p — o(1) > % under the uniform conditional model
as well. By Lemma 10.11 and Observation 10.4, loglog N — 2logloglog N queries do not suffice for
1

computing k in this model with success probability greater than 5, and hence the algorithm must

make strictly more than loglog N — 2logloglog N = Q(loglog N) queries. O
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10.2 Lower bound estimation task under weaker models
Recall Theorem 1.3:

Theorem 1.3 (Almost-tight upper bound for equivalence testing). Let p, 7 be two distributions
over Q@ ={1,...,N} and e > 0. There exists an algorithm for distinguishing between the case where
= 7 and the case where drv(u,7) > €, using O((loglog N/e + 1/£%) - poly(loge™1)) conditional
samples.

The proof of Theorem 1.3 assumes that the (¢, e)-peek oracle can be simulated using 7' conditional
samples in expectation where ¢ = €, and obtains the upper bound of 7"- O(1/¢) conditional samples
for an e-test of equivalence.

We now review two well-investigated distribution testing models that are more restrictive than the
full one in which our estimator operates. For each of them we use a known lower bound on the
equivalence testing task along with the above observation to provide a corresponding lower bound
for the (¢, e)-estimation task.

Definition 10.23 (The subcube conditional oracle). A set A C {0,1}" is a subcube if there exist
Aq,..., A, C€{0,1} for which A = Ay x --- x A,,. The subcube conditional oracle is the restriction
of the conditional oracle to answer only subcube condition sets.

For product distributions, [CDKS17, Theorem 43] shows a lower bound of (n) samples on (£/2, €)-
tolerant equivalence testing of product distributions over {0,1}" (the size of the sample set is
N = 2"). [JHW18|] improves the e-dependency of the lower bound. As observed in [AFL24al,
subcube conditional sampling has no additional power over unconditional sampling when the input
distributions are guaranteed to be product distributions. This implies the following bound.

Corollary 10.24. Every algorithm that solves the (c,¢e)-estimation task using subcube sampling
must make at least Q(log N) subcube queries in expectation for every sufficiently small € > 0 and
c> 0.

Definition 10.25 (The interval conditional oracle). A set A C {1,..., N} is an interval if there
exist 1 < a < b < N for which A = {i : a <i < b}. The interval conditional oracle is the restriction
of the conditional oracle to answer only interval condition sets.

For interval conditions, [CRS15] show a lower bound of Q(log N) interval queries for uniformity
testing, which is a special case of equivalence testing. This implies the following bound.

Corollary 10.26. Every algorithm that solves the (c,e)-estimation task using interval conditions
must make at least Q(log N') subcube queries in expectation for every sufficiently small € > 0 and
c> 0.

Note that the polylogarithmic algorithm from [CFGM16] in particular applies to both the subcube
conditional model and the interval conditional model. The above corollaries in particular imply a
limit on the possibility for its improvement.

10.3 Lower bound for testing label-invariant properties

We show that there exist a label-invariant property that has an Q(log N/e) lower bound for e-
testing using the conditional model for every sufficiently small ¢ > 0. We show that some k-bit
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string property is linearly hard to test in an ad-hoc testing model, and encode string instances
related to this property in the histogram of distributions over a domain of size N = 2£(ek)

Definition 10.27 (Notations).
e Let X be a set. We use 2% to denote the set of all subsets of X.
e Let I be a set of integers. For an integer k, we use k — I to denote the set {k —i:i € I}.
e Let I be a set of integers. For an integer k, we use —I to denote the set {1,...,k} \ I.

Definition 10.28 (g-uniform family). A family Z C oLk} s g-uniform if, for every subset
J C {1,...,k} of size q, the intersection of J with a uniformly drawn set I ~ Z is uniformly
distributed over 2.

Definition 10.29 (k-paired set). A set I C{1,...,k} is k-paired if (k+ 1) —I = —1.

Definition 10.30 (paired g-uniform family). For an even k, a family Z C oLk} s paired g-
uniform if every I € T is a k-paired set, and for every subset J C {1,...,k} of size ¢ which is
disjoint from (k + 1) — J, the intersection of J with a uniformly drawn set I ~ Z is uniformly
distributed over 27.

Observation 10.31. Let Z C {1,...,k} be a q-uniform family. The family T' = {IT U ((2k + 1) —
(= 0)) : T € T} C 2826} s g paired q-uniform family.

Observation 10.32. For an even k, let T C 215 be o paired g-uniform family. For every
J C {1,...,k} of size less than q, I' C J for which Pryz[I NJ = I'l| > 0 and j for which
{j,k+1—=3}nJ =0, if we uniformly draw I ~ I, then Pryz[j € I|JNI=1]= %

Proof. Set J' = J\({1,...,k/2}N((k+1)—J)). In words, J’ is the result of taking J and removing
every j < k/2 for which {j,k+1—j} C J. Note that for a random choice over family of paired sets,
the events INJ = I’ and INJ" = I'NJ’ are identical. Also note that J'U{j} and (k+1)—(J'U{j})
are disjoint by the assertion on j. Hence,

PrljellJNnI=1] = Prljel|lJ/ nI=JnNTI]
I~T I~T
PrrzlGe D) AN NI=JNTI)
PI‘[NI[JIHI: J’ﬂ[’]
Priz[(J'U{j}H) NI U{j}) = (J'NnI")U{j}]
Pr[NI[J/ﬂI: J/ﬂp]
9—1J'U{7} 1
-7 T 2

[Chain rule] =

[Definition 10.30]

O

Definition 10.33 (e-pairwise far families). Two families Z;,7Zy C 2{L-k} are e-pairwise far if for
every I €7y and I, € 1, ’11A12’ > ek.

Lemma 10.34. Let I1,Io C {1,...,k} be e-far subsets. Let Ju = I U ((2k + 1) — —I1) and
Jy =T U ((2k + 1) — —¢I2). In this setting, Jy and Jo are e-far as well.
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Proof.

[ AT = [(LLU((2k+1) = (7k1))) A (T2 U ((2k + 1) — (75 12)))]
= |[LAL] +|((2k+1) = (=) A((2k + 1) = (- l2))]
——
in {1,....k} in {k+1,...,2k}

[ ALL] + |[(—rl1) A=k 12)|
= 2|I1AIQ| >2-ck=¢- (2]{5)

O

Definition 10.35 (Weighted sampling oracle). Let I C {1,...,k} be a subset. The weighted
sampling oracle for I gets a weight function w : {1,...,k} — [0, 1] as its input, and its output is an
index ¢ € {1,...,k} and a bit b € {0,1} distributed as follows:

o If 3% w(i) > 0, then the probability to draw the index i is % The oracle returns
i=1 w2
(i,1)if i € I and (3,0) if i ¢ I.

o If Zle w(i) = 0, then the oracle indicates an error.

Lemma 10.36. Let Z be a paired q-uniform family of subsets of {1,...,k}. A sequence of q weighted
sampling oracle calls with inputs w1, ..., wy to a uniformly chosen I ~ T results in a sequence of
pairs (j1,b1),...,(jq.bg) where the j;s are indexes and the bjs are bits. In this setting, for every
1 <4 < q for which {ji, (k+1)—3:}0{j1, ..., Ji—1} = 0, the bit b; is uniformly distributed, even when
conditioned on the values of (by,...,b;—1). Additionally, for every other i, the bit b; is a function of
Jis---yJie1 and by, ..., bi_1 (which does not depend on T or I at all). This holds even if the input
w; can be chosen based on the result of the previous i — 1 calls.

Proof. Note that Z is non-empty since any paired g-uniform family must consist of at least 27 sets.

Consider the ith call (1 <i < g) to the weighting sampling oracle. It uses internal randomness and
adaptivity to choose an index j; and query its belonging to the input set I. Let I’ = {j1,...,ji—1}NI
be the knowledge about past queried indexes. If j;, (k+1) —j; & {j1,-..,Ji—1} then, due to Z being

paired g-uniform and Observation 10.32, Pryz [j; € I|I N {j1,...,ji-1} =1'] = %
On the other hand, if j; = j; for some 7’ < 7 then b; = by deterministically, and if £ +1 — j; = ju
for some 7' < i then b; = 1 — by deterministically, irrespective of I or 7. O

Lemma 10.37. Let k > 2, ¢ > 2. Let T C 2UF} be q paired q-uniform family. If there exists
another paired q-uniform family T C 215K which is e-pairwise far from I, then every e-testing
algorithm for distinguishing between I and being e-far from T must make more than q calls to the
weighted sampling oracle.

Proof. Let U = § - (uni(Z) x {1}) + 3 - (uni(Z’) x {0}) be the distribution that uniformly chooses
b € {0,1}, and then uniformly draws a set I from Z if b = 1 and from Z’ if b = 0. If A is an e-test for
the property Z, then Pr(, 1)y [(A(I) = ACCEPT) <> b] > %, since it should accept every I € 7 with
probability strictly greater than % and reject every I € 7' with probability strictly greater than %
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If A makes at most g calls to the weighted sampling oracle, then by Lemma 10.36, it receives
an identical distribution of outputs regardless of whether I is drawn from Z or from Z’. This
implies that b and A(I) are independent, and thus Pr, 1)~y [(A(I) = ACCEPT) « b] = 5. This is a
contradiction, and hence A must make more than ¢ oracle calls. O

Lemma 10.38 (Lemma 22 in [BEFLR20]). A set {v; ..., vs.} of random vectors in {0, 1}4" satisfies
with probability 1 — o(1) the following two conditions: Span{vi,...,vs,} is a %-distance code, and
Span{v,41,...,03:} is a Tl()-dual distance code.

Lemma 10.39 (Direct application of Lemma 10.38). For every sufficiently large r, there exist two
families J1 and Jy of subsets of {1,...,4r}, each of them having size 2°", such that both of them are
q-uniform for ¢ = [2r/5], which are %-pairwise far from each other. Additionally, the two families

contain no members with fewer than [2r/15] elements.

Lemma 10.40. For every sufficiently large r, there exist two families Ty and Iy of subsets of
{1,...,8r}, each of them having size 22", such that both of them are paired q-uniform for ¢ = [2r/5],
which are %—pairwise far from each other. Additionally, the two families contain only members with
exactly 4r elements.

Proof. Let J1 and J2 be two g-uniform families of subsets of {1,...,4r} that are %—pairwise far,
whose existence is guaranteed by Lemma 10.39.

Let 7; = {JU ((87’ + 1) — (—|4TJ)) :J e ,,71} and 7o = {JU ((87“ + 1) — <—\4TJ)) IS jQ} By
Observation 10.31, Z; and Z, are paired g-uniform families. Note that they are %—far by Lemma
10.34.

Every I € Z; UZ, has size exactly 4r since there exists some J € J; U J5 for which I = J U ((8r +
1) = (—4rJ)) and hence |I| = |J| + |—arJ| = || + (47 — | J|) = 4r. O
We now define the distributions whose histograms can encode subsets of {1,...,8r} as above, and

for which we can perform a reduction from the conditional testing model.

Definition 10.41 (Non-empty k-partition). A k-tuple S = (Sy,...,Sk) is a non-empty k-partition
if the sets S, ..., Sk are non-empty and mutually disjoint.

IfQ= Ule S;i, then we say that S is a non-empty k-partition of €.

Definition 10.42 (Chunk distribution). Let S = (Si,...,S;) be a non-empty k-partition. Let
I C€{1,...,k} be a non-empty set of indexes. The chunk distribution ps over Ule S; is defined
such that for every i € I, us 1(S;) = ﬁ and the restriction of us  to S; is the uniform distribution

over S;. More precisely, for every i € I and j € S;, us 1(j) = |I|-1\S-|’ and ps (j) = 0 for every
Jé Uie[ Si.
Definition 10.43 (Set of chunk distributions). Let S be a non-empty k-partition. Let Z be a

family of non-empty subsets of {1,...,k}. The set of chunk distributions with respect to S and Z
is the set Hs 1 = {us,r: I € I}, where us ; is the chunk distribution corresponding to S and I.

Definition 10.44 (The histogram property Ps 7). Let S be a non-empty k-partition of a subset
of a domain set 2 and Z be a family of non-empty subsets of {1,...,k}. The histogram property
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with parameters S and Z is the property Ps 7 of all distributions p over €2 that are a permutation
of a distribution in Hs 7.

Observation 10.45. Ps 7 is label-invariant.

Definition 10.46 (p-increasing partition). A non-empty k-partition S = (51, ..., Sk) is p-increasing
if for every 2 <i <k, |S;| > p|Si—1].

Lemma 10.47. Let S be a (1 + ¢)-increasing non-empty k-partition and let Iy, Is € {1,...,k} be
two %-pairwise far subsets of size exactly %k‘ In this setting, pus. 1, s ﬁlos-far from any permutation
Of HS I -

Proof. Let § = (S1,...,5k), Q = Ule Si, some j € 1\ Iz, x € Aj, y € Usep, Si and j" # j for
which y € Aj.. Note that:

1 551 1 |55
s, (y) = = : = - ps,1 ()
’ L] Sy |Sy| [l1S;] |Sy '
We have two cases with respect to the order of j' and j.

N E 5, SA+e)y7 s(Q+e) s1-2e ps1p(y) < (1= 5¢ ) us,n (@)
]l

Jh <y S, 2(1+e)™7 20+ 21+ ¢, ps1p(y) 2 1+ 5¢ ) us,n (@)
]l

In both cases, |us 1, (x) — ps,n,(y)| > %5#37[1 (z). This bound holds for every x in the support of
us,1, and hence, for every permutation 7 over €2,

k
1
drv(us,n.mhsn) = 5 S s (@) = ps(n(x))]
=1 IESFL'

> 3 3 Y s (@) — psna(r(a)

iefl\lg TES;

1 1 1 1 1
- E E - — E |- = _—¢. |\ I

iefl\IQ TE€S; 1€\ 12

v

By a symmetric analysis we can obtain that drv(us,r,, Ts,1,) > is I\ 1.

Since drv is invariant under both-sides permutation (dpv (wp1, Tpe) = drv(pi, p2)) we obtain that:

leindTV(/’LS,Ilaﬂ-,u’S,fg) = mﬂindTV(,U/S,Igaﬂ'NS,h)
1
> ﬁgmax{ul\lﬂqu\Il‘}
1 1 1 1 1
> e S |LAL|> e k= ——
Z o5t g ALl > re - o5k = 1oge
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Algorithm 20: Procedure Initialize-COND-simulator(k, S, I)

Input: I C {1,...,k}, accessible only through the weighted sampling oracle.
1. Let I’ + () be the (initially empty) partial knowledge about elements in I.
2. Let J + 0 be the (initially empty) partial knowledge about elements outside I.
3. Return (k,S,1,I',.J).

Algorithm 21: Procedure Sample-COND-simulator(0bj, C)
Input: An object obj created by Initialize-COND-simulator.
Input: A condition set C.
Side effects: The algorithm may alter the I’, J’ components of 0bj.
Output: A sample z ~ ps 1 conditioned on C, or x ~ C uniformly if ps (C) = 0.
1. Let k,S8,1,1I', J' be the components of 0bj as a 5-tuple.
2. Let S1,...,Sk be the components of S as a k-tuple.
3. While not explicitly terminated:
(a) Leté’%{lgigk:(SiﬂC;«é@)A(igéJ')/\((k—l—l)—igﬁ[’)}.
(b) If C = 0 ps,1(C) =0
i. Draw x ~ C' uniformly.
ii. Return z.
(c) Else:
i. Let w be the weight function for which:
e If i € C, then w(i) = %Lllc\
e If i ¢ C, then w(i) = 0.
. Call the weight sampling oracle for I with w to obtain (i, b).
iii. Ifb=1: (1el)
A. Addito I'.
B. Draw x ~ S; N C uniformly.
C. Return z.
iv. Else: (1¢1)
A. Add i to J'.

—
—

Next, we show that the conditional oracle for chunk distributions can be simulated using the
weighted oracle (Algorithm 20 to initialize, 21 to simulate).

Lemma 10.48. For every I C {1,...,k} that is a member of a paired family, the distribution of
output of a sequence starting with a single call to Initialize-COND-simulator (Algorithm 20) with k,
S, I followed by q calls to Sample-COND-simulator (Algorithm 21) over the produced object with
the condition sets C1,...,Cy is identical to the distribution of output of a sequence that, for each
1 <1 <gq, draws z; from ps 1 conditioned on C; with the fallback of uniformly drawing z; from C;
if us,1(Ci) = 0. This bound holds also for an adaptive choice of each C; based on x1,...,x;—1.

Proof. Observe that, if ps 7(C) > 0, then using the sets I’ and J' only affects the query complexity,

and not the distribution of the output, since we ignore zeroes. Hence, Algorithm 21 is identical to
a rejection sampler of the distribution over {1,...,k} defined by w with respect to the event I.
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If us,1(C) = 0, then in every iteration of the while loop in which C +# 0, the call to the weighted
oracle results in an output of the form (7, 0) for some i € C. Since the algorithm keeps history, every
such ¢ is then excluded from further iterations, and hence after at most k steps the set C becomes
empty. When this happens, the algorithm exits the loop and uniformly draws x ~ C. O

Lemma 10.49. Let ¢ > 5 and T be a paired 4q-uniform family of subsets of {1,...,k}. If I is
drawn uniformly from I, then with probability at least %, the simulator uses at most 4q weighted
sampling oracle calls to simulate a sequence of q conditional samples from ps  (according to the

scheme of Lemma 10.48).

Proof. Consider the ith sampling oracle call for 1 < i < 4¢ (inside the jth call of Algorithm 21 for
some 1 < j < ¢q). The probability to terminate is at least %: if we query an already-queried index
(or its paired index) then we always terminate (because we take care to never query an index that
is already known to be zero), and if we query a new bit, then the probability that its value is 1 is
exactly %, even if conditioned on past queries, due to the 4¢g-uniformness and Observation 10.32.

The probability to make 4q oracle calls before the gth termination is bounded by (Chernoff):

1
Pr([Bin(4q,1/2) < ¢q] < e2(20-0)*/(4a) — o—a/2 - 0 O
Lemma 10.50. Consider the sequence where Ny =1 and for every i > 2, N; = [(1 + 120e)N;_1].
For every N > 1, ¢ < ﬁlo and k <In N/(240¢), Zle N; < %.

We prove Lemma 10.50 in Appendix F.

Theorem 10.51 (Lower bound for label-invariant testing). For every sufficiently small € > 0 and
every sufficiently large N, there exists a label-invariant property of distributions over {1,... N} for
which every e-test must draw Q(log N/e) conditional samples.

Proof. Tf N < 1/&%, then we can use the trivial lower-bound Q(1/£?) = w(log N/e) of distinguishing
between the uniform distribution over {1,2} and the distribution that draws 1 with probability
% + %5 and 2 with probability % — %5. In the following we assume that N > 1/¢°. For sufficiently
small e, this implies that VN In ]\7/52 < N.

Let @ ={1,...,N}, ¢ =2|2InN/(4800-¢)|, r = 3¢, k' = 4r = 10q, k = 2k’ = 20q. If ¢ = 0 then

the lower bound of one query is trivial. Hence, in the following we assume that N is sufficiently
large to have ¢ > 1.

Observe that & < 1n N/(240¢). Let S = (S1,...,Sk) be the following 1+ 120e-increasing non-empty
k-partition: let Ny = 1 and N; = [(1 4+ 120e)N;_1] for every 2 < i < k. The size of S; is N; for
1<i<k—1and at least Nj for i = k. Such a partition exists since Lemma 10.50 guarantees that
Zle Ni < @ < N.

By Lemma 10.40, there exists two paired g-uniform (¢ = %r) properties 7; and Zo of subsets of
{1,...,k} (k= 8r) that are %—pairwise far and that only consist of subsets of size 1k = k'.

By Lemma 10.37, every algorithm that distinguishes between Z; and Zy with success probability
greater than 1/2 must make at least ¢ calls to the weighted sampling oracle.
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By Lemma 10.47, for every pui € Psz, and us € Psz,, p2 is ﬁloe—far from every relabeling of u;.

Consider a ﬁloe—testing algorithm A for Psz,. In particular, A distinguishes between Ps 7, and
Ps 1, with success probability at least 2/3.

By Lemma 10.49, we can construct an algorithm A’ that distinguishes between Z; and Zy by
simulating the conditional sampling calls of A using weighted sampling. With probability at least
9/10, the number of weighted samples used by the simulation is at most four times the number of
conditional samples drawn by A. If we terminate the simulation after reaching this bound, it can
still distinguish between Z; and Zy with probability at least 2/3 —1/10 > 1/2.

Since Z; and Zs are indistinguishable using ¢ or fewer weighted samples with any success probability
greater than 1/2, A must draw strictly more than ¢/4 = Q(log N/e) conditional samples. O

Corollary 10.52. For every sufficiently small € > 0 and every sufficiently large N, every algorithm
that solves that e-histogram learning task must draw Q(log N/e) conditional samples.

Proof. This holds since we can e-test any label-invariant property by e/4-histogram learning the
input distribution (see Corollary 9.22). O
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A Summary of paper notations

The following table summarizes the specific notation (mostly set in Subsection 3.2) that is used
throughout this paper.

Notation Name Short description Definition
L, The z-light set Set of u(y) < p(x) 3.11
M, The x-medium set Set of p(zr) < p(y) < 1.2u(x) 3.11
H, The x-heavy set Set of p(y) > 1.2u(x) 3.11
Ne,e The target error min {%cg, ﬁ, m} 3.12
fo, foce The target function The acceptance probability of a canon- | 3.16
ical procedure (Target-test) that distin-
guishes between L, and H,
Vi, Vice The target set Contains all of L,, a random subset of | 3.17
M, (using f,), and disjoint from H,
Sz, Swce The scale mass E[u(Vy)] 3.18
Wy, Wy co The weight of z w(x) + Sz, 3.19
“the CDF of « and possibly a bit more”
« The filter density A parameter for the filter set 3.20
A, The filter set Every element except x belongs to A, | 3.20
with probability «, iid
Ve, Viaee | The filtered target set VeN A, 3.21
Bz.as Baace | The filtered density Pr, [-x|Vya U{z}], 3.23
equals 4 (Vaa) /1t (Vea U {})
Ve The goal magnitude w(x)/sz, a good a is O(7z) 3.22
K Used in Target-test-explicit | Hard-coded to 10/45 Section 5
h(p) Truncated assessment h(8) = min{B/(1 — ), T}, Section 8
function T =8Ine"! +100
Ct[X|B] Contribution of X over B | E[X|B] - Pr[B] 3.34
Dy (p;7) Histogram divergence Minimum e for which there exists a | 3.8
permutation 7 over the domain such
that Pru(z) ¢ (1 +e)r(n(z))] <e

B Procedural dependency chart

The following diagram describes the calling dependencies of the various procedures defined in Sec-
tions 4 through 8. These are grouped by function. Procedures in gray are not called from any
procedure outside their group, but they may themselves call an outside procedure (following the
outgoing arrows) at the behest of the procedure that called them from their own group.
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(12) Find-good-a

1 1
| |
1 1
1 1
i (11) Weak-uncertain-comparator !
1 1
| |
1 1
1 1

(9) SA-Est
b - = 1
(13) Uncertain-binary-search
__________ | A
| (8) Estimate-, 4 i
o Yoo O, R I |
(4) Target-test-gross  i«—————— (7) Estimate-E[B, .| |

(5) Initialize-new-V,

i (3) Target-test
| (6) V;-Query

Legend: (ALG#)Proc-name Caller—pCallee | Collection of related proc. Internally used proc. i

C Reducing the extreme constants in the estimator at a cost

The target-test (Algorithm 2) presented in Section 5 requires impractical constant factors, which
carry over to the estimator. In this appendix we show that, at the cost of an additional O(log é)—
penalty applied to the loglog N-factor of Estimate-element, we can significantly reduce them.

Most of the algorithmic parts require that, for every y € €2

|Prly € V;| — Pr[Target-test(z,y) = ACCEPT|| < 1
Apart from that, Procedure Estimate-E[(, o] requires that, for every y €

1
|Pr[y € V] — Pr[Target-test-gross(x,y) = ACCEPT|| < 108

We observe that, if Target-test-gross would be identical to Target-test, then it would still satisfy
the second constraint, since for y € L, U H, this follows from the first constraint (and from the
bound 7., < 10%), and for y € M,, Prly € V,] and Pr[Target-test(z,y) = ACCEPT] are identical
by definition and hence their difference is zero. Hence, it suffices to implement Target-test more
efficiently and use it instead of Target-test-gross. Note that this is where the O(log é)—penalty comes
from: the binary search makes O(loglog N) calls to Estimate-E[f3; o], and every such a call under this
scheme now uses Target-test, whose implementation requires O(log é) conditional samples rather
than O(1) conditional samples.
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At this point we present Target-test-lightweight, which is a cheaper implementation of Target-test
(but does not have a compatible “gross” version), and show that it satisfies the required constraints.

Algorithm 22: Procedure Target-test-lightweight(u, ¢, &; z, y)
Input: y € Q.
Output: ACCEPT or REJECT.
1. Ify=ua: Technical guarantee

(a) REJECT
Let £ < [9681n1n.}].
Draw zi, ..., z; independent samples from p conditioned on {z,y}.
Let Y = [{i: z; = y}|.
Ify < %E:

(a) ACCEPT.
6. Else:

(a) REJECT.

Ol W

Lemma C.1 (Target-test-lightweight). Algorithm 22 uses O(log é) conditional samples, accepts
with probability at least 1 — .. if the input belongs to L, and rejects with probability at least 1 — 1 .
if the input belongs to H,.

Proof. Observe that Y ~ Bin (E, %), for £>9681In(1/nce).

23

If y € Ly, then p(y) < p(z) and E[Y] < 3¢, The probability to reject is bounded by e2(%i-

1 968
eiﬁe S efmln(l/ncyf) — ,,7675’

) <

N|=

If y € Hy, then u(y) > 1.2u(z) and E[Y] > %E. The probability to accept is bounded by

23 62 1 968
e 2(F 1) < ot < e dos (/M) — Nee-

Since 7. is the minimum of three expressions that are all polynomial in ¢ and ¢, the complexity is
O(logngg) = O(log é) 0

D Another generic application lemma

We provide here a variant of Lemmas 9.10, 9.23 and 9.24. While not used in the application examples
that we provided Section 9, we believe that it has potential for future similar applications.

Definition D.1 (e-explicit sampling oracle). Let p be an input distribution over a set Q. The
e-explicit sampling oracle for p has no additional input, and outputs a pair (z,p), where x € Q
distributes like p and with probability 1, p € (1 £ ¢)u(z).

The oracle guarantees consistency, which means that if some element ¥y is drawn more than once,
then all pairs of the form (y,-) have the same second entry.

Note that the e-explicit sampling oracle is a restricted case of the r-lying (¢, ¢)-explicit sampling
oracle (Definition 9.5) when using » = ¢ = 0. In particular, following Observation 9.6, this oracle
can be thought of as the result of sampling and receiving the corresponding values of an arbitrary
(possibly probabilistic) e-approximation function ggutn : € — [0, 1] along with the samples.
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Lemma D.2. Consider an algorithm A whose input is a k-tuple i = (p1, ..., ux) of distributions
over Qy,...,Q (respectively), and its output is an element of a discrete set R. Assume that A
makes at most q calls to the e-explicit sampling oracle. Let N = max {|Q1],..., ||}

Assume that for every input [i there erists a set Ry C R for which Pr [.A(/]’) € R,;] > % whenever
the algorithm is supplied with e-explicit sampling oracles for the input distributions.

In this setting, there exists an algorithm A’ in the fully conditional model whose sample complexity
is O(qlog qloglog N + Zpoly(log ¢,log e~ 1)), such that for every input fi, Pr [A'(f) € Rz| > ﬁ,

Proof. We run A and simulate the outcome of the e-sampling oracle. In each call to the e-
sampling oracle for u;, we unconditionally draw x; ~ u; and call Estimate-element with parameters
(i, 1/24q,€) on z; (Theorem 4.1). We amplify the success probability to 1 — ﬁ using the median
of [301In(12q)] such calls (Observation 3.32(d)). Each time we estimate the probability mass of an
element, we record it in a “history”. If the same element is sampled again later, we use the history
record rather than calling the Estimate-element procedure again. This guarantees the consistency
of the oracle (required by Definition D.1).

The probability to draw an element x; for which CDF, (x;) < 1/24q is clearly bounded by 1/24q.
Therefore, by the union bound, the probability to draw such a rare element within ¢ samples is
bounded by 1/24.

The probability to have a wrong estimation for any z;, assuming that CDF,,(x;) > 1/24q for all
1 < i < g, is bounded by ¢ - Tiq = 2—14. Hence, the probability to correctly simulate the e-explicit
sampling oracle is at least 11/12. This is by the union bound over two bad events: a 1/24 bound
for the event of drawing a hard-to-estimate element, and another 1/24 bound for the event of an
incorrect estimation for an estimable element. If the simulation is correct, then the output of the
simulated A belongs to R with probability at least 2/3. Overall, the probability of the simulation

to output an element in R is at least 2/3 —1/12 = 7/12.

By Corollary 4.3 (using ¢ = 2%4(1), the expected complexity of a single estimation of z is O(loglog N)+

O %4’1%6_1) . We repeat this O(logq) times for amplification of ¢ oracle calls. Therefore,
&

the expected sample complexity is at most O(qlog qloglog N + Zpoly(log g, log e ).

By Markov’s inequality, with probability at least 23/24, the actual sample complexity is at most
24 times the expected complexity, which is asymptotically equivalent. Overall, with probability at
least 7/12—1/24 = 13/24, the algorithm terminates after O(qlog qloglog N + %poly(log ¢, log e 1)
samples and outputs an element in R. O

E Technical analysis of the filtered target set

E.1 Concentration inequalities for the filtered target set V,,

We prove here some Chernoff-like inequalities for the mass of V; o, derived (unsurprisingly) by first
proving a bound on the expectation of its Moment Generating Function.

Lemma E.1 (Moment Generating Function of p(Vy.o)). For every r < 1 (possibly negative) and

—Tr _

0<a<l1, E[emim Ve Ehea)] < i BlVea)]
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Proof. For every y € M,, let X, be a random variable that gets p(y) with probability f,(y)o and
0 otherwise, and let X =3 .,/ X,. Clearly, E[X]| =a}_ c\/ fo(y)u(y) = E[u(Ve,a)] — #(Le).

Recall that e <14 x + 3x for every x < 1, and let A < 1.25@) (possibly negative).

E {GA(Xy—E[Xy]):| = W) . (af,(y)eMY) + (1 — afa(y)))

afs(y) (MW —1) +1)
[Since Au(y) <1] < e M/=Whv). <ozfz(y)(1 + (Auly) + z(w(y))2 1)+ 1)

—~

— e rafa(y)nly)

e afe(ny) . <afx(y)(()\u(y)) + Z(/\u(y))Q) + 1>

We use the well-known bound t + 1 < e to obtain:
E [eA(Xy—E[Xy])} < e al®n) . gafe@)(u)+E nu()?)
—  erefs(Onu®)?
—  eaNu)(afs(y)uy) < o1 122 u(2) BIXy] _ o152 () E[Xy]

Since the Xys are independent, this implies that MX-EX]) < 6190 Mu@)BIX] We choose A = #u(w)
to obtain the desired bound. 0

Lemma E.2. For every 0 <6 <1, Pr{u(Vya) > (1+90)E[pn(Vea)]] <e e TOLE Elu(Ve,a)]

55 4552
Proof. We use Lemma E.1 using r = %(5 to obtain E [eW(VI’“_E[M(VI’O‘)D] < e128u(2) Blu(Ve.)]

We now use Chernoff-Markov bound:

Priu(Vea) 2 (140 Elu(Vao)]l = Priu(Vea) —Eu(Vea)] = 0E[u(Ve o]l

— Pr [egi&)(u(vm,a)_E[u(Vz,a)D > 6% E[M(Vz,a)]]
B EVaa) g [ 525 (u(Vz,a)—u(E[Vz,a)D}

2
< o ElulVao)] , 72 Bla(Vio)

= e @ Bl(Veo) o - 725 Blp(Ve.a)

Lemma E.3. For every 0 <6 <1, Pr{u(Vyo) < (1 —90)E[pn(Vea)]] <e i Ble(Vee)]

(Voo —Elu(Vaa))] o pronsiy BIX,]

Proof. We use Lemma E.1 using r = —75 to obtain E |e o) < e128u(@)
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We now use Chernoff-Markov bound:

Priu(Vea) < (1 =0 Elu(Vao)ll = Priu(Vea) —Eu(Vea)] < —0E[p (V a)ll

< oD ENVa) g e—%@)ww@a)—umm(vx,an)}

552 4552
< e Bu@ Elu (Vz,a)}emE[M(Vz,a)]

52
= e ~ 1o Blu(Va.o)l < e @ E[u(Vz,a)]

Lemma E.4. For every 6 > 0, Pr{u(Vy o) > (2+0)Elp(Vaa)]] <e ~ 2y d Blu(Va, o)l
Proof. We use Lemma E.1 using r = 1 to obtain E [elﬂi(l) B(Va,0)=Elu(Ve,a)]) < 68“(1 Elu(Va,e)],

We now use Chernoff-Markov bound:

Pr{u(Vaa) = (24 0) E[u(Vza)]]

Pr{u(Vea) = E[1(Ve,a)] = (14 0) E[u(Vaa)]]
Pr [em<u<vz,a)—la[u<vz,a)1) > ¢ Taug (1+0) Bl (vz,an]

< e 12#(1)(1+5) [(Vz,a)}E 61,2u(z)(N(Vz,a)*E[#(Vz,a)])}
< ¢ T ) El(Vao)] gt Eln(Ve o))
< o T PVeo)] o 5y Bln(Ve.o))

E.2 Expectation inequalities

1 —=a 1
Lemma E.5. For every 0 < a <1, E [W} < ok ( 1+%a>’ where a = a/7y.

Proof.

. [u(w) s mAaJ

1 1 1 1
< Pr|ulVea) < 3 EIVea)]| oo+ P [0Ve) 2 3 BVea]| -
. o Ton Ble(Vea) |1 ' 1
W= e pa) ) + Ve
(+#) = e~ 16 n 11 _ 1 . 6_1716a+ 11
W) @)+ Tane)  n@ I+ 1o

(*): By Lemma E.3 (Chernoff Pr[u(Vy ) < (1 —6) E[u(Vyo)]] with § = %),
(xx): Since E[u(Vy,a)] = ap(z). 0
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At this point we recall and prove Lemma 5.8.

A U{z
Lemma 5.8. E [M] < %(i.

Proof. Recall that w, = pu(z) + s.
Case LI pu(x) > wy:

. L((Lviﬁa;ﬁix})] = [W} =P [1]

()

Case II: p(z) < 2w, and hence s, > sw,. Let a = o/, (hence E[u(V;0)] = au(z)).

e MAUEl ] g [Ny () Vo)
u((Va N Aq) U{z}) (Ve N Ag) U {z})
(Ao \ Va)

(VN AU {x})]

~ 14|
7

- _ ,M(Aa\U)
-1 +2U:Pr[Vx =U]E [M((UQAQ) U{SU})]

Since U is hard-coded, the random set A, \ U, which contains every element in Q \ (U U {z}) with
probability « independently, is independent of the random set A, NU, which contains every element
in U with probability « independently. Hence,

pAaUfe)) ] _ v !
ot - L2 PV BN |2y

1
< 1+ Pr[Vz—U]-aE[ ]
2 WU N A U]
|+ aF [ L }
= o
(u(Vz) N Ag) U {z})
1
— 1+aE []
p(x) + N(Vx,a)
We can use Lemma E.5 to obtain that:
-Lla 1
(A U {a}) ] R == 7
(Ve N Ag) U {z}) ()
—La 1
+
ap(z) € '° 1+la
a=au(x)/s;] = 1+
o= ap() /] e
1
= 14+ —-ale 1%+ T
S 1+ 50
-1
(0) < 140 *2 8 9 20
Sy Sy Sz Wy
(*): since ae=%16 = 16(a/16)e~(¢/16) < 16(sup;>o te™") = 16e~! and 1+‘;/2 <2 fora>0. O
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Lemma E.6. For every 0 < a <1, E[3;4] > (1 — e*“/g) (1 — m), where a = a /7.

Proof.

Y

r . g (1 - %) E[M(Vax,a)]

g [ Voa) 2 (l 3) Bl ] w(@)+ (1 — 2) Bla(Vo)
Via)l

M( (Vx,a)]

. [M]

[Lemma E.2] > <1 —e Si@) E[u(Vz,a)]

%2

- (1
(1

1 a 1 3
_ e 5%). = (1= —*a>. 1—
c 9) 3+a ( € < 3—|—a>

Lemma E.7. For every 0 < a <1, E[f; 4] < 1+2av+“\/;?7a where a = a/7y.

Proof. Recall that E[p(Vy o)] = ap(z). Let kg =1+ V1 +a~ b

Elfra] = E [m}

Pr(u(Via) < kaap(z)] - kqap(x)

(7)1 Faap(z) T Priu(Veo) > kaap(z)] - 1

- N P C)
= (1= Prlp(V,a) > kaap(2)]) pu(x) + kqap(z)
akg

ak,
TS + Pr{p(Vaa) > keap(z)] - (1 13 aka>

IN

+ Pr(p(Vea) > keap(z)] - 1

By Markov’s inequality, Pr[u(Vy.a) > keau(z)] < é, and hence:

ak, 1 ak,
E x,0 S P 1-
[Bs.al 1+ ak, +k ( 1+aka>

— # ak _|_i
1+ ak, “ ok,

= ! (( + 1—{—a1)—|—1>
l+a(l+vVI+al) 1+vV1+a"t

T 1+a(l +1\/1 o) (a4 VitaD —a(1-VitaT))
2va? +a

l1+a++Va®+a
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Lemma E.8. The function oo — E[B,] is continuous in 0 < a < 1.
Proof. Tmplied from Observation 3.31 since S, is bounded between 0 and 1 with probability 1. [

We prove now Lemma 7.7, which we recall here.

Lemma 7.7 (Effective bounds for E[f; «]). There exists 2.3v; < oz < 387, for which E[fy.q,] =
0.91. Additionally, if o < 2, then E[8;q] < 0.9 and if a > 417, then E[f; o] > 0.92.

Proof. We apply Lemma E.6 and Lemma E.7 to obtain the following bounds:
o E[fro,] < —22242_ < 0.9, and by Observation 7.6, E[f,.] < 0.9 for all a < 2v, as well.

= 14+2+v22+2
o BlBrary,] > (1— e 11/9) (1 . ﬁ) > 0.92, and by Observation 7.6, E[f,.0] > 0.92 for all

a > 417, as well.

Also, we use these lemmas to obtain:

e E[f;23+,] < 2/23)2+23 < 0.91.

T 142.3+4/(2.3)2+2.3

o Blfrgsn,] > (1-e3°) (1 525 ) > 01,

Since the mapping o« — E[f; 4] is continuous (Lemma E.8), the Intermediate Value Theorem
guarantees the existence of 2.3y, < ay < 38y, for which E [8; o] = 0.91. O

E.3 Technical analysis of the assessment function h(f, )

In this appendix we prove the technical lemmas of Section 8. Recall that we use h()=min {%, T }
for T =8Ine~! + 100.

Lemma E.9. Recall that T = 8lne~! +100 and let a = a/v,. If 1 < a < 50 and € < 1—10, then
Ct [p(Va,a) [1(Va,a) > Ti(z)] < 11*05 -ap(z).

Proof. Let T =8Ine ! +2a < 8lne~! +100 = T.
Pr (V) > 2Tu(@)] < Pr[p(Vaa) > 2Tp(a)]
= Pr|p(Vea) > (2T /a) Bl(Vaa)]|

— Pr :M(wa) > 2! (2 Ine !+ 2> E[M(Vx,a)]]

< Pr :ﬂ(vfcva) > (2+2t <ilnal>> E[u(Vx,a)]]

*ME[M(V )] 78'2t 1r1571 a/L(I) 2t+21 _1
[Lemma E.4 (Chernoff)] < e — Zu(® zall = o7 2ap(e) —e” ne
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We obtain that:
Ct(Vaa)i(Vea) > Tl@)] < Ot [V [p(Vew) > Tu(a)]

i Pr [zt:ﬁu(x) < u(VanAy) < 2t+1m(x)] Py ()

<
< 2Tu(z ZQtPr[ (VanNAa) > 2tjvu($)}
< 2Tu(x th —2t+2 e

< 2-(8lne !+ 2a)u(x) Z 2242 et

Since tIn2 — 272 Ine ! < —(t +4)Ine~! for every € < e~! and t > 0, we obtain that:
o
Ct (Vo) 1(Vea) > Tri(a)] < (1610~ + da)p(a) 3 e+ e
=0

= (16Ine™! +4a)p 425

[e<1/2] < (16lne” +4a)u

< 32Ine” > 3
- e’ - eap(x
3

e >1] < (32ln5 +8)e” - cau(x)
e < 1/10] < %Oeau()

O

Lemma 8.2. If v, < a < 507, then E[h(Br.0)] € (1+ 15¢) asy/p(z). In particular, E[h(Bs.a)] >
1% fore < 1.

Proof. Let Broot = 1 — T+1 be the break-even point in the definition of h(3) = min {%, T}. This
is the only non-differentiable point of A in (0, 1).

Let a = /7, so that E[V, o] = au(z) and E [f%fa] =a

7



Bm,a Bm o /Bx a
. V A mA (vaa) >T]
()
_ M(lx) £ (v N Aa)|1(Vi N Ag) > Tiu(a)]
1 1 1 B,
[Lemma E.9] < m TOSGH(x) ESE [1 _ ij
By Observation 3.24, E [1 fg;a] = asy/pu(z), hence E[A(Bra)] = (1 £ f5¢) asq/p(z). -

Lemma 8.4. For 0 < 4§ < m and 3 =B+ 6, h(B) = h(B) + max{24, 2—105h(6)}.

Proof. For 3 < 7%17 note that h'(f3) < ﬁ < 2, hence h(8 £ d) = h(B) £ 26 for § < TLH
Let g(B) = Inh(B). If %H <p<1- T+1 then ¢'(B) = 71((6/8)) 5(11 7 < (T?) <T+3 1If

1-— %H < B < 1 then ¢'(8) = 0 since h is fixed there. That is, g is (T + 3)-Lipschitz in | 1].

1

T+1°

Hence, for every B, 2 € [745 1, 1] for which |81 — B2 < 4, |9(B1) — g(B2)] < (T +3)d < 3. This
3

means that (fé?)&) —efat =14+ 05 in this range.

Overall, [h(B8 £ 6) — h(B)| < max {26, 5eh(B)}. O

F Long technical proofs

This paper contains some elementary statements whose proofs were omitted, such as encapsulations
of long arithmetic calculations or simple inclusion-exclusions. To make it verifiable, we put here the
proofs of these statements.

Lemma 3.9. For every two distributions p, T over € there exists a permutation m over S for which
drv(p, 77) < 2D (p; 7).

Proof. Let ¢ = Dy(p; 7) and 7 be a permutation that realizes this divergence. Let H = {z : u(z) >
(I+e)r(m(x))} and M = {z: 7(z) < p(z) < (1 +e)7(nw(z))}.

drv(p,77) = Y. (ul@) —r(r(@))
wi()>7 (r(2))

= > (u() —r(x@) + > (ul@) — 7(x(x)))

xcH xeM
< Y ul) + Y erln(@))
xeH xzeM

= pH)+er(M)<e+e-1=2¢
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Observation 3.32 (Median amplification). Let X be a random variable, and |a,b] be a range such
that Pr[X € [a,b]] > 2/3. We use “median-of-M” to denote the process of drawing M independent
samples of X and taking their median value. Then:

(a) Median-of-9 amplifies the probability of obtaining a value in [a,b] to 5/6.
(b) Median-of-13 amplifies it to 8/9.
(c) Median-of-A7 amplifies it to 99/100.
(d) Median-of- {30 In cil] amplifies it to 1 — %c for e < 1/3.
(e) Median-of- {30 In c_l] amplifies it to 1 — ic for ¢ < 1/150.
Proof. Let X; be the probability of the ith trial to be outside the desired range and X = Zf‘il X;

be the number of trials outside this range. If X < %k then the median is inside the desired range.
Hence, the probability that the median is wrong is bounded by Pr [Y > %k] , where Y ~ Bin(k, 1/3).

For parts (a), (b) and (c), we explicitly bound the error probability:
k i k—i Lk/2]
1 k 1 2 1 k\
Pr|Y > - = E Z z — E 9t
i=[k/2] i=0

For a separation parameter 1 < ¢ < |k/2], we can bound the last expression using

Lk/2] t—1 Lk/2]
1 kN 1 KNoi ok AW
w2 (1) = (2 (0)2e2 () X (0)
i=0 i=0 i=t+1
t—1 Lk/2]
1 k . (kK k\ .
< _ 1 A
- 3k Z (t—1>2 +2 <t> +AZ (z)2
=0 i=t+1
Lk/2] Lk/2]
1 k k k\ . 1 kE+1 k\ .
< — |2 ot > 20 =— |2 > 2"
i=t+1 i=t+1

For part (a) we separate in ¢ = 3:

4 3/10 4(9
1 N, 2°(5) +24(;) 960+ 2016
392( )2 = 39 T 19683

1
7 6

1=0

For part (b) we separate in t = 5:

6 514 6(13
LZ 13 yi < 2°(5) +2°(5) _ 64064 + 109824
313 £\ i 313 1594323

1
9

For part (c) we separate in t = 23:

1§ AT\ i - 2%(35) _ (8:3887-10°) - (3.0058-10'%) _ 1
3T\ )7 = e S 2.6588 - 1022 100
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For part (d) and part (e) we use Chernoff bound:

Prlerror] < Pr [Y > ;k] =Pr [Bin(k, 1/3) > %k + é/{: < e 2R/ /K — =k/18

In both parts, k = [30Inc™!] > 30Inc™!, hence Pr [V > 1k] < e~(30/18)Inc™h — o=(2/3)Inc™
e Part (d): if ¢ < 1/3 then e~ (2/3)me™" < :.

e Part (e): if ¢ < 1/150 then e~ (2/3)ne™" < - O
Observation 9.9 (Amplification of testing). Assume that we have a decision test whose answer is
correct with probability at least 5/8. Then the majority answer of 3 indpendent trials is correct with

probability at least 2/3 and the majority answer of 45 independent trials is correct with probability
at least 3/4.

Proof. For k = 3:

1 162 1
i — ) <2k < i “)<1| = 3 . 2 _ -
Pr [Bln (k:, 8> < 2]{,‘] <Pr [Bln <3, ) < 1} (3/8)°+3-(5/8)-(3/8) =D < 3
For k > 45:
: 5 1 —2(2-1Vk _ Ak o —a5/32 _ 1
Pl" Bln k7 g S 5]{; S (& 8 2 = e 32 S e < 1 D

Lemma 9.25. For every pair of c-truncated functions fy, fr : Q@ — [0, 1] with respect to p and T,

(2, [ for - ZENT 4 g fumc o1~ 201 1o

drv(p,7) = 5

Proof. In this proof we use the contribution notation of Definition 3.34.

Let:
o L,={zeQ: f,(x) =0}
o L, ={zcQ: f(x) =0}
o Hy={zecQ:pu(x)>7(x)}\(LyUL).
o Hr ={z € Q:7(z) > p(x)}\ (L, U L)

o M={xecQ:7(x)=px)}\ (LyUL;).
Observe that:

o421 - -y oo 52
= x(ztﬂ 1]z € L;] +xgtu [max{(), 1-— ;Eg}lx ¢ LT]
= p(L:)+ Ct, [max {0, 1- ;Eg Hx ¢ LT}
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Analogously,

ISR SR )

By definition, drv (i, 7) = 1 3 |1(z) — 7(2)|. We use the partition @ = L, UL, UH,,UH,UM.

Set of elements that are negligible in at least one side:

Yo @) —r@)] = Y @) —T@)+ Y |u(e) —r@)] = Y |u(z) - (@)

z€L, UL, z€L, z€L, x€L,NL,

= (7(Lyp) = p(Ly)) + (u(Lr) £7(Lr)) & (W(Ly N Ly) +7(Ly N Lr))
(r(Lu) £ 6) + (u(Ly) % ) + 2
= M(LT) + T(L#) +4c

Observe that if B is a set then u(B) = Cty~pu[l|z € B]. Hence,

> ul@) - (@) = Ct 1|z € Ly] + Ct [L]z € L] £ 4c
xeL, UL, K
|fr(z)=0forz e L;] = m(lz [max {0, 1-— J:é:)) }‘m € LT}
[fu(z) =0for x € L,| +xCNtT {max {O, 1- ‘}:((5)) H:c € Lu} +4c

Set of non-negligible elements in one side that are also heavier than in the other side:

Do @) @) = Y (ulx) - 7(@))

T€H, T€H,

= Cﬂt[lH“.<1_uaz)
(x) = (2t [max{0,1_l7;(x)}

(*): holds since if = ¢ L, H,, then 7(x) > p(x) and the contribution is zero.

By an analogous analysis,

> () —7(@)| = Ct [max{(), 1— ““)ch ¢ LH}

reH, 7'(.7))
For the equal-weights part M, clearly ZZGM |u(z) — 7(z)| = 0.
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We sum the partial bounds to obtain:

2drv(inT) = p(Le)+Ct [max {o, 1 ;(? Hx ¢ LT]

SRR N CRTCCA PP

e

Lemma 10.50. C’onsider the sequence where N1 =1 and for every i > 2, N; = [(1 + 120¢)N,

For every N > 1, e < and k < 1n N/(240¢), Z ~ LN < \Flogz

120

Proof. Observe that:

k—1

ZN N1+Z [(1+1202)N;] < Ny + (141206) > N; + (k — 1)
=1

Let M; = EZ 1 Ni. Then My = Ny and My < (N +t—1) + (1 4+ 120e)M;_;. By induction,

k—1
My < ) (1+1208) 7 1(Ny +k —d) + (1 + 120e)* 1M,
i=1
k
< (Ni+k)D (1+1208)
=1
(14 120¢)* e120ek
< (Ny+k < k
s (Nt k) = M+k)735;

We use k < 32105 and N7 = 1 to obtain:

In N elnN/2+1_£ 1 lnN VN < VNIn N
240e 120e 120° 28800

My, < (1 + >2 2
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